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ABSTRACT 

Sustainable energy management is the top factor affecting the prosperity of our global 
community.  All other resource management is governed by a society‟s ability to best use 
energy sources.1  This paper discusses electricity sustainability in El Paso, and several key 
factors that determine how this community pursues the migration from the 20th Century fossil 
and nuclear fuel driven centralized model to a 21st Century model that embraces distributed, 
renewable electricity sources.  El Paso is a top solar intensity benefactor in the United States 
with access to the sun 84% of the time it is available, as measured by the 54 year study by the 
National Climatic Data Center. 2  It is then a prime test bed to understand the impact 
residential, distributed generation using photovoltaic (PV) technologies may have toward 
sustainable electricity solutions.  The key finding is that distributed, grid tied residential PV is 
a sustainable solution for El Paso today, but that the limited installation and growth 
demonstrates that success of this technology requires significant community education, 
awareness, and financial commitment in combination with a supported, coordinated utility 
partnership to make distributed generation a viable, sustainable electricity option for the city.  

1 Introduction 

Centralized power generation is well suited to operate at steady state conditions.  The large 
facilities are engineered to adapt to demand variability, but face lead and lag times that 
necessitate over-production and resultant loss due to storage limitation.  Accordingly, peak 
demand during the day is a key concern for utility planners to coordinate generation across 
multiple facilities and complex transmission and distribution (T&D) systems to ensure 
reliable delivery to customers.  El Paso Electric (EE) continuously measures and projects 
these fluctuations in terms of Low Load and Peak Load ranges and anticipated growth to plan 
capacity as illustrated in Figures 1 and 2.  Most recently on June 28, 2011, EE issued a 
“Request for Proposals for Electric Peaking Power Supply and Load Management 
Resources” for supply and/or demand side delivery of 80-100 MW in 2014 and 2015, and 
160-200 MW in 2016 to meet anticipated peak beginning by summer of 2014.3 

Distributed solar generation is of interest toward this effort for several technical reasons.  
First, PV maximum generation occurs from 10 am to 5 pm in El Paso, which coincides with 
the peak demand curve.  Second, line losses are reduced as residential PV is installed at the 
load for near direct feed to the home for greater efficiency and reduced grid stress.  Finally, 
abundant free solar energy as fuel eliminates environmental impacts and makes operational 
cash flow predictable.  However, high startup costs limit the utility and, more importantly, 
community willingness to adopt residential PV systems on a large scale in El Paso.  At 
present, only approximately 140 residential systems operate with a nameplate capacity of less 
than 500kW.  Even with solar insulation ranked among the highest in the Nation, that small 
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installed base only accounts for 19% of nameplate rating4 or 95kW.  At present, that level of 
participation only offsets a scant 0.024% of peak demand listed in EE‟s proposal request.  
Lack of community involvement would indicate that engagement only exists with Early 
Adopter segments, and not a sustainable solution. 

   

Figure 1: EE Daily Demand Curves5 Figure 2:  EE Demand and Generation Forecast3 

2 Sustainability of Residential Solar PV Generation 

Assessment of this topic is far reaching, as distributed solar PV generation affects many 
elements of a community.  The broad effect is that future capital investment and operational 
expense is shifted from the fixed monopoly to the community for targeted elements of 
demand, and that large front end cost can be treated as an investment through monthly 
electric bill reduction or elimination.  This review cannot assess peripheral benefits toward 
environmental quality, workforce creation, or efficiency benefits through education and 
awareness, but each of those factors are significant benefits to consider with residential PV 
deployments.  Here, sustainability will only be considered in terms of current retail electricity 
cost and investment cash flows. 

2.1 Model and Assumptions 

Net Present Value assessment of cash flow is the study basis to understand if grid-tied, 
residential PV adoption offers financial benefit when compared to the traditional, centralized 
model.  If more economically viable, it can be assumed to then be more sustainable to address 
peak demand.  Base load will continue to be addressed with established infrastructure.  Also, 
more complex benefits, as mentioned in section 2, would be in addition to these results.  Key 
assumptions include a 4.7kW grid tied solar system, $4/W base price, useful life of 20 years, 
current kWh summer electricity pricing and connection fees as offered by EE, and annual 
rates of 3% inflation and 3.5% electricity pricing increase.6 

2.2 Results 

Under model assumptions and constraints, figure 3 plots net present value of various financial 
models with key decision points indicated:  

A. Current model payback point:  Citizen leverages currently available PV subsidy and 
invests in a solar system today and equals a net present value of centralized model 
participation - Payback ~4 years. 

B. Full investment repaid:  Subsidized citizen recovers all cost of initial investment, and 
begins generation of „Free‟ electricity – Payback ~7 years. 
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C. Subsidized citizen matches 
$19k mutual fund investment 
at 1% – Payback ~14 years. 

D. Subsidized citizen matches 
$19k bond fund investment 
at 5% – Payback ~18 years. 

E. Unsubsidized citizen begins 
to benefit over centralized 
model. 

Note the inclusion of “Grid parity 
of $1/W, no subsidy” model – 
Financial performance is nearly 
aligned, and only slightly better than the current subsidy model at $4/W base cost and $2/W 
subsidy. It nearly mimics the DOE SunShot goal to make solar systems cost-competitive with 
other forms of unsubsidized energy: “The U.S. Department of Energy (DOE) is supporting 
efforts by private companies, academia, and national laboratories to drive down the cost of 
solar electricity to about $0.06 per kilowatt-hour. This in turn will enable solar-generated 
power to account for 15–18% of America's electricity generation by 2030.”7 

3 Conclusions and Future Work  

This model demonstrates that distributed generation PV investment is a sustainable solution 
for El Paso based on financial benefit either with or without subsidy.  However, current 
adoption is surprisingly low indicating (1) a gap in diffusion of education and awareness 
within our community, and/or (2) lack of disposable income for initial capital investment.  
Efforts in HB 1937, SB 981, and SB 1910 legislation combined with active ongoing 
development provide a platform for Texas communities to advance sustainable electricity 
options, but they remain relatively unapplied.  Further study is required to unravel the hurdles 
preventing more wide scale adoption in El Paso and leverage benefits of peak demand offset, 
appropriate efficiency actions, and community capital investment rather than continue to 
foster distant, fixed monopoly owners requiring high return on investment.  Accordingly, 
additional studies are planned to better understand motivational patterns and enablers across 
the El Paso demographic regarding adoption of distributed, grid-tied residential PV. 
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ABSTRACT 

Combustible mixtures of lunar regolith with magnesium could be used for the production of 
construction materials on the Moon. The present paper investigates the influence of 
environment on the combustion products of JSC-1A lunar regolith simulant mixed with 
magnesium. 
 

1 Introduction 

Self-propagating high-temperature synthesis (SHS) has been envisioned for the production of 
construction materials on the Moon. This technique involves self-sustained propagation of the 
combustion wave over the mixture due to exothermic reactions between the mixture 
components. SHS has been used for synthesis of numerous ceramic and other compounds. 
Prior research on SHS in the mixtures of JSC-1A lunar regolith simulant with aluminum and 
magnesium has been conducted [1, 2]. Thermodynamic calculations of the adiabatic flame 
temperatures and combustion products over a wide range of the mixture ratios have shown 
that magnesium provides the highest adiabatic temperatures. Experiments on the combustion 
of Mg/JSC-1A mixture pellets in argon environment determined the velocity of the 
combustion front propagation for different particle sizes of the regolith simulant. These 
experiments have shown, however, that the strength of the combustion products is not 
sufficiently high for using them as construction materials.  

The goal of the present paper is to investigate the influence of heat transfer from the mixture 
to the surroundings during combustion and subsequent cooling on the mechanical properties 
of the obtained products and to determine the optimal conditions for the fabrication of strong 
products. Specifically, combustion of the pellets submerged in an inert powder (JSC-1A or 
silica) was investigated and compared with the combustion in argon environment. 

 

2 Experimental Procedure 

JSC-1A powder (Orbitec) was milled in a planetary ball mill as described elsewhere [2] and 
mixed with magnesium (-325 mesh, i.e. less than 44 μm, 99.8% pure, AlfaAesar). The 
powder mixtures (74%JSC-1A and 26% Mg) were compacted into pellets (diameter 25.4 
mm) using a hydraulic press (19.6 kN). Pellets were wrapped with a 3 mm thick ceramic fiber 
insulator.  
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A thermocouple in a two-channel ceramic insulator was inserted into each pellet to measure 
the temperature during combustion and cooling. Two types of thermocouples were used: 
W/Re5% - WRe26% (type C, Omega Engineering) and Chromel-Alumel (type K). The 
thermocouples were connected to a portable USB-based data acquisition system. 

For the experiments with submerged pellets, an aluminum can containing either JSC-1A or 
silica powder was used (Fig. 1). The pellets were placed in a steel chamber (diameter 30 cm, 
height 40 cm), connected to a compressed argon cylinder and a vacuum pump. During the 
experiment, the pellet was ignited at the top by a Nichrome wire connected to a DC power 
supply. The experiments were conducted in argon environment at atmospheric pressure.  

 

 
Fig.1. Schematic of the pellet location in the can. 

 

3 Results and Discussion 

The analysis of the obtained combustion products has shown that the use of silica resulted in 
the highest strength of the obtained materials. In contrast with the products obtained in argon 
environment, these materials could not be broken by hands. It was possible to cut them using 
a saw. Figure 2 shows a photograph of the combustion products obtained in silica 
environment. 

 
Fig. 2. Combustion products obtained in silica environment. 
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Figure 3 shows the results of temperature measurements. The data was plotted by setting time 
equal to zero at time when the maximum temperature occurred. The maximum temperature 
was independent on the environment and was equal to 1350-1400°C. It is seen that the 
cooling rate significantly depends on the environment. For example, as compared with 
combustion in argon, the use of silica leads to a higher cooling rate immediately after the 
combustion, but the effect becomes the opposite at temperatures lower than 1000°C. 
Additional experiments and heat transfer analysis are required to explain these observations. 

 
      a              b 

 
 

Fig.3. Temperature measurements for JSC-1A/Mg combustion obtained with a) C-type and b) K-
type thermocouples. 

 

4 Future Work 

Ongoing research focuses on mechanical properties of the JSC-1A/Mg combustion products. 
Indentation and compression tests will determine the hardness and strength of the obtained 
materials. 
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ABSTRACT 
The reaction of alum inum with water has th e potential for on dem and hydrogen generation. 
Conventional alum inum powders, however, do not react with water due to a protective oxide 
layer on the surface. To activate aluminum, various methods have been proposed, which involv e 
harmful, corrosive, or expensive materials. Me chanical activation of alum inum powder using 
high-energy milling with sodium chloride has been reported recently, but aluminum powders are 
expensive. The present paper investigates the preparation of an activated aluminum powder from 
aluminum foil that is  available as scrap. The ob tained results demonstrate that a h ighly reactive, 
fine alum inum powder can be obtained f rom alum inum f oil by high-e nergy ball m illing with 
sodium chloride. The obtained powder can be used for hydrogen production from water. 

1 Introductio n 
Chemical splitting of water thr ough the reaction with aluminum could be used for on dem and 
hydrogen generation in various applications, incl uding stationary and portable fuel cell power 
systems. The reaction releases  theo retically 1.5 m oles of H 2 per 1 mole of Al. Alum inum, 
however, is usually coated with a protective oxide film that inhibits its r eaction with water. The 
known methods for activation of Al  involve corrosion in strong al kaline solutions, high-energy 
ball milling, alloying with bismuth and gallium, and use of elevated temperatures [1]. 

In this con text, recen t studies on high-ene rgy ball m illing of alum inum powder  with water-
soluble inorganic salts such as s odium chloride (NaCl) [2, 3] are of great interest. It is reported 
that this  process produ ces an activ ated alum inum powder that readily r eacts with hot wate r. 
Further, NaCl can be  d issolved in cold wate r af ter th e m illing proce ss and th e r emaining Al 
powder retains its high reactivity with hot water [3]. As compared to other methods for Al-based 
water splitting, the pro cess offers a num ber of advantages such as relatively lo w reaction  
temperatures, low cost of sodium  chloride (which can also be recycled), and no need for rare, 
corrosive, toxic or environmentally harmful compounds.  

A relatively high cost of alum inum powder, however, is  a m ajor o bstacle for large -scale 
application of this m ethod. The energy consump tion for production of Al  powder and hence its 
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cost could be significantly reduced by usin g recycled  alum inum scrap and  waste where  
aluminum is contained in m etallic, non-oxidized fo rm. In the presen t paper, we inv estigate the 
feasibility o f direct,  sin gle-step p roduction of  the activated  Al powder from  aluminum  foil  
through high-energy ball milling. 

2 Experimental Procedure 
Aluminum f oils (u ltra pure, VW R) of  15 µm , 23 µm , and 36 µm  thicknesses and sodium 
chloride (>99.0% purity, Sigm a-Aldrich) were used as starting m aterials. The Al foil pieces (10 
mm x 10 mm) and the NaCl powder were m illed simultaneously in a planetary ball mill (Fritsch 
Pulverisette 7 prem ium line) u sing zircon ia gr inding bowls and zirconia grinding balls in air 
atmosphere. The milling procedure included several cycles with the total milling time of 30 min. 
The powders were characterized using scanning  electron m icroscopy, energy dispersive X-ray 
spectroscopy, and BET specific surface area analysis. 

A 0.7-g sample of the resulting Al/NaCl m ixture was treated with an excess of 750 m L of  
distilled water at 65°C. The wa ter tem perature, m easured by a thermom eter, was  m aintained 
constant using a hot plate. The volum e of released gas was monitored u sing water displacement 
in an inverted gradu ated cylinder. Based on the volum e, atmospheric pressure, and temperature 
of water in the inverted cylinder, the amount of gas in moles per one mol of Al was calculated.  

2 Results 
The milling of Al foil with NaCl converted the Al foil pieces into a fine powder. Figure 1 shows 
SEM microphotographs of the powders obtained from 15-µm and 36-µm foils. It is seen that the 
average particle size is of the order of 1 µm in both cases. 

 

 

Fig. 1 Microphotgraphs of powders obtained by milling (a) 15-µm and (b) 36-µm Al foil with NaCl (1:1 mass ratio)  

  a    b

  10 µm       10 µm
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Figure 2 shows the extent of the reaction as a function of time for the three foil thicknesses. It is 
assumed that the evolved gas is 100% hydrogen and that the com plete reaction would produce 
1.5 mol H2 per m ol Al. It is seen that  after a short indu ction period (no bubbli ng), fast reaction 
occurs. The reaction ex tent was 50 % after 5 mi n, 85% after 10 m in, and m ore than 95% after 
1 hour.  

 

 

Fig.2 Hydrogen release curves for Al/NaCl powders obtained from Al foils of different thicknesses. 

3 Conclusions 

The obtained results demonstrate that a h ighly reactive, fine alum inum powder can be obtained 
from Al f oil by high-e nergy ball m illing with s odium chloride. The obtained po wder readily 
reacts with hot (65°C) water. A major advantage of the proposed process is the feasibility of 
using secondary aluminum (foil scrap), which is less expensive than commercial Al powders. 

3 References  
[1] Wang HZ, Leung DYC, Leung MKH, Ni M. A review on hydrogen production using aluminum and aluminum 

alloys. Renewable and Sustainable Energy Reviews 2009; 13:845–853. 
[2] Alinejad B, Mahmoodi K. A novel method for generating hydrogen by hydrolysis of highly activated aluminum 
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ABSTRACT 

Success of long-duration spaceflight and future space exploration missions will be highly 
dependent on maintenance and repair challenges. Because of mass and volume constraints to 
carry spare parts onboard spacecraft, an evaluation of new approaches for maintenance and 
repair is necessary. Exothermic welding is well known as a reliable, low-energy consuming 
method for connecting copper wires or cables. However, this method typically relies on 
Earth’s gravity for moving the molten metal from the combustion zone to the welding zone as 
well as for separation of slag. This report presents the results and analysis of the experiments 
on exothermic welding conducted onboard reduced-gravity research aircraft at NASA 
Johnson Space Center in April 2011. 

1 Introduction 

Combustion of thermites (mixtures of metal powders with metal oxides that exhibit 
exothermic redox reactions) has various applications in pyrotechnics, munitions, welding, 
materials synthesis, etc. An important feature of this process is low energy consumption since 
the occurring exothermic reactions are self-sustained. Only a small amount of energy is 
required for ignition, while the combustion front propagates due to the release of chemical 
energy during the reaction. The low energy consumption is especially attractive in space 
applications, where energy is usually limited. This paper deals with applications of thermite 
combustion for space exploration, specifically, for welding in space. 

Exothermic welding is a reliable, low-energy consuming method for connecting electrical 
conductors, such as copper wires or cables, particularly in field conditions (e.g., for 
grounding conductors). It involves a highly exothermic reaction between aluminum and 
copper oxide which, upon ignition, produces aluminum oxide and copper: 

2Al + 3CuO → Al2O3 + 3Cu                                                    (1) 

This method, however, utilizes Earth’s gravity to move molten copper from the combustion 
zone to the area of the desired weld. Also, gravity helps separate alumina slag from copper 
through the buoyancy effect. The experiments presented in this paper tested special 
approaches developed for conducting the exothermic welding process in a reduced gravity 
environment.  
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2 Experimental Procedure  

The testing apparatus included a set of industrial units for exothermal welding (CADWELD), modified for 
operation in microgravity. The unit consists of a one-time-use mold, made of ceramics or graphite, where two 
perpendicular rods are installed (Fig. 1). Typically, the vertical rod is made of steel and coated by copper, while 
the horizontal rod is a copper cable or wire. The mixture of Al and CuO powders is located in a tapered 
compartment above the weld cavity and supported by a thin steel disk. The mixture is ignited by an electric 
spark produced by a battery powered electric igniter. During combustion, the bottom disk melts allowing the 
molten material to flow into the weld cavity due to gravity. 

   
 

Fig. 1. Schematic of a 
CADWELD unit for 
exothermic welding. 

 
Fig. 2. Schematic and picture of a modified unit for exothermic welding, used in 
the microgravity experiments. 

 

The modification involved the use of a spring that should replace the gravity and push the 
molten products to the weld cavity (Fig. 2). The spring and the Al/CuO mixture were 
separated by a thermally-insulated steel disk. 

The experiments were conducted during two parabolic flights of modified Boeing 727 aircraft 
(ZERO-G Corporation). Welds were obtained in 17 tests conducted during reduced gravity 
periods. In addition, three welds were obtained during horizontal flight (normal gravity) and 
three during parabolic pull-up (acceleration of about 1.8 g). Also, 5 tests were conducted on 
the ground.  

The welds obtained in normal and reduced gravity were analyzed using scanning electron 
microscopy and energy-dispersive X-ray spectroscopy (SEM-EDS, Hitachi S-4800). The goal 
of EDS elemental analysis was to detect copper and aluminum across the weld, which would 
help understand whether the separation of alumina from copper occurred in microgravity.  

3 Results and Discussion  

Figure 3 shows the weld obtained under normal gravity conditions during the flight. Note that 
the spring mechanism was used for this sample. Contrary to the weld obtained on the ground 
(without any spring), the sample obtained during the flight exhibited a loose weld. The 
horizontal copper rod did not weld properly with the welding mixture. Large pores are 
observed throughout the weld. Aluminum was found throughout the weld. For example, EDS 
analysis in area 1 showed mainly Cu, but in the area 2, located below area 1, aluminum 
prevails (Fig. 4). This indicates that upward movement of alumina slag was inhibited, which 
may explain the reduced strength of the weld. 
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Fig. 3. Weld sample obtained at normal gravity during horizontal flight (with a spring). 
 

 

 
Fig. 4. Microphotographs and EDS spectra for areas 1 (top) and 2 (bottom) in Fig. 8. The rectangles on 

photographs show the areas where EDS was done. 
 

4 Conclusions 

The experimental results revealed that the tested spring mechanism was unable to fully 
replace the gravity in the exothermic welding process. In fact, the welds obtained at normal 
gravity with the spring were worse than those obtained at normal gravity without any spring. 
Detection of aluminum below copper indicates that the spring mechanism inhibited 
separation of alumina slag from copper, causing a weaker weld. Only increase in gravity up 
to 1.8 g allowed obtaining strong welds despite the presence of aluminum in several spots. 

In microgravity, aluminum was detected in different places throughout the sample and copper 
did not spread over the vertical rod as occurred at normal and increased gravity. As a result, 
all the welds obtained in microgravity were weak. 

Cu 

Al 

 

Cu 

Al  

1 

2 
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ABSTRACT 

An experimental study in a laboratory scale fluidized bed is presented to identify the effect of 
particle shape on a gas solid fluidized bed. A quartz tube having 12.4 cm inner diameter has 
been used as a fluidized bed. Borosilicate glass beads were used as the test particle with 
different geometries. 1.0mm spherical particles and three different ranges of non-spherical 
particles are used. For non-spherical particles 0.850-1.0 mm, 1.0 - 1.18 mm, and bidisperse 
0.850-1.180 mm ranges are used whose mean diameters are 0.925 mm, 1.09 mm and 1.01 
mm, respectively. It is seen from experimental measurements that the minimum fluidization 
state occurs earlier for non-spherical particles compared to spherical particles as they have 
higher void space and lower sphericity. It is also seen that bidisperse non-spherical particles 
had the lowest minimum fluidization velocity of all tested geometries. 
 

1 Introduction 

Nature has abundant fossil fuel. Coal is one of them. Combustion of coal to produce energy 
emits air pollutants. One effective and clean way to get energy and some other valuable 
products from coal is by coal gasification technology. By this technology it is possible to 
control some emissions without sacrificing performance. Gasification breaks down the 
feedstock into their molecular level which drives out all ash and impurities from feedstock 
and ensures a clean production of synthetic gas. The Department of Energy is focusing on 
enhanced efficient and reliable coal gasifiers1. From literature it has been found that most 
experimental results on fluidized beds are based on spherical particles but in real gasification 
process coal is expected to be non spherical. Minimum fluidization velocity is an important 
parameter to characterize the fluidized bed. Minimum fluidization can be affected by many 
factors like bed diameter, bed geometry, bed height, particle diameter, particle shape, or 
density of particles. Gunn et al.2 found no significant effect on minimum fluidization for bed 
height with cylindrical shape fluidized bed. Geldart el al.3 found a significant effect of bed 
height on minimum fluidization for rectangular shape fluidized bed. Hilal et al.4 observed a 
decrease of minimum fluidization velocity with increase of bed diameter. Escudero et al.5 
determined that minimum fluidization velocity is insensitive to bed height and sensitive to 
particle density. Inspired by these issues we have conducted an experiment to identify the 
effect of particle shape on gas-solid fluidized bed dynamics. We have compared experimental 
measurement of spherical particle and non spherical particles with similar mean diameters 
and different bed heights.  

2 Experimental Procedure and Setup 

Figure 1 is a laboratory scale packed fluidized bed with its basic components. The bottom 
part of bed where it holds the particle is made of plexi glass tube with 12.7 cm outer diameter 
and 0.318 cm wall thickness. Quartz tube with 12 cm outer and 0.5 cm wall thickness 
inserted into plexiglass tube for better optical access.  
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Fig1: Experimental setup of cylindrical fluidized bed 

Air flow as a gasifying agent is introduced to fluidized bed through 12.7 cm diameter sheet 
metal pipe from a 3730 kW pressure blower with 34 m3/min flow rate. Butterfly valve to 
control flow rate, thermal mass flow meter to measure volumetric flow rate, digital 
manometer capable of measuring 0-2 psi range were also used with this setup. 

1 mm borosilicate glass beads used as spherical and 6 mm glass beads crushed by a hydraulic 
compressor and sieved to produce different range of non spherical particles. Among these 
ranges are 0.850-1.0 mm and 1.0-1.180 mm diameter particles which were selected for the 
current experiment. Another range of particles with 0.850-1.180 mm diameter was made by 
mixing the previous two ranges. Mean diameter of the three ranges of non-spherical particles 
were 0.925 mm, 1.09 mm and 1.01 which are very close to the mean diameter of spherical (1 
mm) particle. Experimental measurements of non-spherical particles for different ranges 
compared with measurements of 1mm spherical particles were done to identify the effect of 
particle shape. 

3   Results & Discussion: 

Pressure drop across the fluidized bed with increasing superficial gas velocities was measured 
for both shape of particles and compared. The experimental results are presented below. 
Figure 2 shows the effect of particle shape at 5.5 cm bed height. Minimum fluidization state 
occurs earlier for non spherical particles because of larger void space, lower sphericity and 
wide range of particles than the spherical. Figure 3 shows the effect on minimum fluidization 
velocity for particle shape as well as particle size. It has found that minimum fluidization 
velocity for each particle size is independent with increasing or decreasing bed height.  
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Fig 2: Effect of particle shape 

 
Fig 3: Minimum fluidization velocity at different bed heights 
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ABSTRACT 
Future generation gas turbine combustors for power production are expected to have the 
capability of operating on high hydrogen content (HHC). To ensure the implementation of HHC 
in power generation without negotiating operational or emission advantages, a study of the flame 
stability regime and behavior of HHC under gas turbine condition leads to the necessity of the 
development of an optically accessible high-pressure turbine combustor. The design is based on 
500 kW power and 1.5MPa pressure which is the representative pressure of real gas turbine. 
Furthermore, it has the flexibility of operating with variable syngas compositions along with a 
variety of fuels to analyze the flame structure, flow field characterization using high speed 
particle image velocimetry (PIV), and flashback propensity for high hydrogen content fuels 
under realistic gas turbine conditions. 
 

1 Introduction 
Coal derived fuels, such as synthetic fuel, have been studied for use in gas turbines due to the 
potential operational gains and pollutant reducing characteristics. Future generation gas turbine 
combustors are expected to operate with fuel compositions ranging from natural gas to different 
syngas compositions. One of the main challenges is the concentration of hydrogen, which has 
shown to significantly affect the flame characteristics even when only 5% vol. hydrogen is 
present [1].  
 
Some fundamental flame characteristics such as laminar flame speed, flame stability, and 
emissions characteristics have been investigated in some other studies. Although flame velocity 
and stoichiometry are generally reasons for flashback, the kinetics of the hydrogen can dominate 
flashback behaviors in syngas fuels [2]. To analyze the influence of the flow field and chemistry 
on flame flashback, a research group conducted experiments using a center-body swirl stabilized 
lab-scale gas turbine combustor with similar fuel compositions and found that the percentage of 
H2 in the fuel mixture rather than increasing swirl number influenced flame flashback more [3]. 
 
The combustor is designed to operate up to 1.5 MPa and temperatures up to 2400 K. These 
pressures and temperatures were selected in order to accommodate high hydrogen/hydrogen fuel 
compositions as well as pressures representative of an actual gas turbine system. An analysis of 
the flame structure, flow field characterization using high speed PIV, and flashback propensity in 
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high hydrogen content fuel under realistic gas turbine conditions is to be performed using this 
design. 
 
2 Experimental Procedure  
The present combustion chamber is designed to accommodate multiple geometrical 
configurations including a non-swirl stabilized, swirl flow, and center-body stabilized flames that 
will test geometry influences on flame behavior and NOx emission. It is composed of two 
cylindrical chambers: an inner quartz chamber housed in a stainless steel chamber having three 
optically accessible windows and multiple instrumentation ports for a broad range of 
investigation techniques permitting analysis of combustion and ignition (Fig. 1). Two different 
cooling systems are included for the inner and outer chamber to reduce the thermal stress. The 
test chamber is also fitted with a variable area flow restrictor to control the pressure drop across 
combustion chamber. The outer test section is equipped with copper coiling using cooling water 
as a driving fluid (Fig. 2). The inner coolant system is designed to circulate nitrogen around the 
inner quartz tube. The use of a variable throat area restrictor, multiple cooling systems, as well 
removable modular sections and optical access will allow the combustor to be compatible to 
work in a wide range of operations.  

 
 

2.1 Combustor Components  
A. Inlet Manifold: The inlet manifold is composed of three modular sections. The first section 
acts as the fuel/air inlet mixture section. The second section is a removable static mixture section 
which is composed of a honeycomb located inside the chamber that removes irregularities and 
makes the flow uniform. This section is then attached to third section which connects the inlet 
manifold to the main combustor. 
 
B. Front Cap of Combustor: The front cap is composed of one solid section acting as a 
connection between the main combustor section and the inlet manifold. The inner hole located in 
the center of the end cap will house the swirler and also allow the passage of the fuel and air 
mixture. The ignition system is also located through the front cap.  
 
C. Ignition System: A coaxial pilot flame has been integrated into the combustor to be used as 
the igntition system. An extended spark plug electrode provides the electric discharge that is 
needed to ignite the fuel and provide a stable flame for the combustor. The coaxial pilot flame 

Fig. 1. Combustor parts Fig. 2. Outer cooling of combustor with stand 
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also has a nitrogen inlet for safety purposes. This port can also be used as an inlet for air for a 
premixed flame. 
 
D. Combustion Chamber: The combustor has an inner diameter of 27.94 cm with an 8.89 cm 
thickness. The total length of the combustor is 64.77 cm. Three window ports are located on the 
two sides and top of the combustor. Three circular ports allow for either instrumentation devices 
to be located or visualization at the end of the combustor. The window covers are needed to hold 
down the rectangular quartz windows.  
 
E. End Cap: The end cap has removable modular sections that include the converging diverging 
nozzle (CD), and the outer main cap which connects the end cap to the main combustion 
chamber. The main purpose of the CD nozzle is to the control the throat to maintain the desired 
pressure inside the chamber. The main end cap acts as a sealant to the main combustion chamber. 
It is also the link between the combustion chamber and the exhaust. 
 
2.2 Structural Analysis  
Because of the rapid increase in temperature of the combustor wall, finite element analysis was 
conducted to determine the wall thicknesses of the combustor as well as the operational 
temperature which is needed to fix the coolant flow rate.	  The	  thermal load was set to 340 K for 
the chamber wall and 800 K for the quartz window, while the pressure was set to 1.5MPa. The 
obtained maximum stress was determined to be less than the yield strength of AISI stainless steel 
410 and quartz using the wall thickness of 8.89 cm and window thickness of 5.08 cm. 
 
The wall temperature was calculated using Eq. 1 where convection was considered to be the 
primary contributor to heat transfer inside the chamber. 

! = !!!
!"
!"
= ℎ! !!" − !      (1) 

Several calculations were also performed in addition to this as design parameters, these will be 
included in the presentation of the final work.  
 
3. Conclusion and Future Work 
 
This paper presents the design and development of a high-pressure gas turbine combustor. This 
combustor will be used to investigate and develop flashback mitigation technologies of high 
hydrogen content fuel under gas turbine conditions.  
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ABSTRACT 
The University of Texas at El Paso has designed and built the Goddard Laboratory to 
allow team members to execute experiments pertaining to heat transfer, combustion 
characterization and ignition physics. Experimentation conducted in the remote Goddard 
bunker needs to be executed precisely and all data generated needs to be collected 
effectively. For these reasons, all systems need to be fully integrated for control and data 
collection. Using LabVIEW and a patch panel, these tasks can be accomplished remotely 
and in a safe manner from a control-room outside the bunker. The infrastructure of the 
Data Acquisition and Remote Control System (DARCS) is described in this paper, along 
with the integration of its components with current experiments. 

1 Introduction 

Methane	  is	  considered	  to	  be	  relatively	  inexpensive	  to	  produce,	  easy	  to	  handle	  and	  a	  
non-‐toxic	   propellant	   [1].	   For	   these	   reasons,	   research	   in	   this	   realm	   has	   recently	  
increased	   and	   has	   become	   a	   main	   objective	   at	   the	   Center	   for	   Space	   Exploration	  
Technology	  Research	  (cSETR). To better understand methane combustion and ignition 
physics, the cSETR developed a Multipurpose Optical Accessible Combustion Chamber 
(MOAC) and a Torch Igniter. The MOAC was designed to easily conduct experiments 
pertaining to ignition physics with different configurations, interchangeable propellant 
injectors and nozzle components	  [2]. Along side the MOAC, a Torch Ignition System was 
developed to serve as its main injector ignition source. Another system developed by the 
cSETR was the Cryogenic Delivery System, which is capable of producing Liquid 
Methane and delivering it along side Liquid Oxygen	   [2]. In order to execute the desired 
test, the described systems were fully integrated for control and data acquisition purposes. 
To accomplish this, a Data Acquisition and Remote Control System (DARCS) was 
developed to ensure all current and future experiments are executed safely and all data 
produced is collected reliably. The safe execution of both combustion and heat transfer 
test is achieved by conducting all experiments remotely in a projectile-proof bunker that 
is constantly monitored for ventilation and pressure relief requirements. The remote 
location is equipped with needed infrastructure instrumentation and equipment for control 
and data collection purposes.  	  
2 Current Experimental Systems 
2.1 Cryogenic Delivery System 
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The main purpose of this cryogenic system is to deliver cryogenic propellants by 
incorporating a pre-chill, purge and feed stage. The system uses eight actuated solenoid 
valves that are signaled to open by 120 V. Along side the valves, the systems’ pressure is 
under constant supervision with the help of 2 cryogenic pressure transducers that ensure 
normal pressure conditions are not exceeded, avoiding any burst in the system. The 
pressure sensors require an excitation voltage of 10 V DC and output a signal in the range 
of 0 to 30 mV DC. For temperature readings, two silicon diode sensor are used in the 
system, which require an excitation signal of 10 µA and return a signal ranging from 0 to 
1.5 V DC. Along side temperature and pressure, cryogenic flow measurements are 
accomplished with a turbine flow meter that outputs a current in the range of 0 to 20 mA. 

2.2 Multipurpose Optical Accessible Combustor  
The Multipurpose Optical Accessible Combustor was designed to characterize 
combustion of bi-propellant engines by allowing optical instrumentation to collect visual 
data produced when testing. Aside from visual instrumentation, the MOAC also requires 
constant temperature and pressure measurements for later analysis and to ensure 
operations are within design limitations. As part of the design, the MOAC utilizes a high 
temperature pressure transducer to sense chamber pressures. This instrument requires an 
excitation signal of 5 V dc and returns a signal in the range of 0 to 100 mV DC. For 
temperature readings, the MOAC was designed to house two thermocouples capable of 
operating at high chamber temperatures. 

2.3 Torch Igniter 
The Torch Ignition System designed to ignite the MOAC injector is comprised of three 
sub-systems: propellant delivery, spark generation and propellant injection. The 
propellant delivery system requires control and feedback accomplished with two flow 
meters and two solenoid valves. The flow meters require an excitation input signal of 12 
V DC and output a signal ranging from 0 to 5 V DC. To initiate flow the solenoid valves 
are actuated when receiving a 24 V DC signal. For spark generation, the system uses a 
high-voltage DC-DC converter that supplies the spark electrodes with 25 kV at 0.16 mA. 
This converter requires 12 V DC for power and a 0 to 5 V signal for control. 
3 Data Acquisition Remote Control System 

The DARCS achieves control and data collection with hardware capable of controlling a 
minimum of 12 solenoid valves, processing a minimum of 14 mV signals, collecting a 
minimum of 2 mA signals and supplying different AC/DC voltages to a variety of 
instruments. The system employs an Advantech industrial computer running Windows 
XP Professional and is capable of housing 2 ISA and 10 PCI cards. For data collection 
and instrumentation control, National Instruments hardware interfaces with the computer 
through National Instruments LabVIEW software. 
3.1 Valve System Integration  

The different valves used in both, the Cryogenic Delivery System and the Torch 
Ignition System, require a constant voltage to open and initiate flow. In the Cryogenic 
Delivery System, all valves are activated with a constant signal of 120 V AC. In the 
Torch Ignition System, similar valves require a constant signal of 24 V DC delivered by 
an EXTECH power supply. On the Cryogenic Delivery System, valves are activated with 
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an APC AC UPS power supply that is capable of providing a voltage of 120 V DC. For 
control with LabVIEW, the valves are connected to PCI cards (NI PCI-6521) installed on 
the computer. This card allows the operator to control eight mechanical relay outputs that 
close and open to complete or break the valves electrical circuit. When activated, the 
valves receive the required voltage to open.  
3.2 Sensors System Integration 

Pressure sensors require an excitation voltage and return a mV signal proportional 
to pressures. An EXTECH power supply provides the sensors with 10 V DC and 5 V DC 
for both, the cryogenic transducers in the delivery system and the high temperature 
transducer in the MOAC, respectively. Data acquisition with LabVIEW is accomplished 
by collecting corresponding signals from both pressure sensors with a PCI Card (NI PCI-
6220). This card is capable of collecting up to 16 analog inputs in the range of +/-10 V 
DC, suitable for both the cryogenic and high temperature sensor of ranges 0 to 30 mV Dc 
and 0 to 100 mV DC, respectively. The two Torch Igniter flow meters require excitation 
voltages of 12 V DC and are provided by an EXTECH power supply. The return output 
signals in the range of 0 to 5 V DC are captured by the PCI card (NI-PCI-6220) capable 
of reading inputs in the range of +/- 10 V DC. For the Cryogenic Delivery System, the 
flow measurements are recorded with the PCI card (PCI-6238) that is capable of reading 
input signals ranging from 0 to 20 mA, which are outputted by the flow meters 
microprocessor transmitter. The cryogenic diode temperature measurements are sampled 
with a 218S monitor from Lake Shore, capable of 8 input channels. Both temperature 
sensors inside the MOAC output a signal proportional to chamber temperature, which are 
then connected to a thermocouple module that is connected to the computer. 
4 Conclusion 

Currently, the three mentioned integrated systems are fully operational and ready for 
testing. The MOAC, Torch Igniter and Cryogenic Delivery System have generated data 
for analysis and future testing is under development. Aside from the discussed systems, 
team members have integrated different test setups with the Goddard bunker and 
DARCS. The DARCS modular design has been effective and has streamlined instrument 
integration for full control and feedback. Future DARCS development will increase 
instrumentation support and will use more efficient power distribution methods. 
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ABSTRACT 

This paper presents experimental measurement of radiative heat release rates of oxy-fuel 
flames and the effects of recirculated CO2 and H2O in oxy-fuel combustion conditions. The 
radiative heat release rate of CH4-O2 flames diluted with CO2 is increased as the percentage 
of CO2 is increased in the oxidizer mixture even though the adiabatic flame temperature 
decreases. Once the equivalence ratio reached richer conditions (Φ >1) the radiative factor 
increased along with the equivalence ratio. It was observed that the emissivity of CH4-O2-
CO2 increased as the recirculation ratio of CO2 in the oxidizer increased which is subjected to 
increase in the radiation heat transfer rate of oxy-fuel flames diluted with CO2. The adiabatic 
flame temperature is measured for each case by using STANJAN software. 
  

1 Introduction 

Fossil fuels have been used for many years to generate power. Lately there has been a 
growing concern of the greenhouse gases being released into the atmosphere and efforts are 
being made to decrease the emissions of them. This poses a challenge to the energy 
production industry since they rely heavily on the use of fossil fuels for power production, 
which generates greenhouse gases and pollutants as a byproduct. With government agencies 
imposing strict regulations in order to keep greenhouse gases and pollutant emissions at a 
controlled level there have been developments in the energy industry to regulate emissions. 
There are different approaches to capture and store carbon dioxide: pre-combustion capture 
and post combustion capture. When combustion takes place with air, nitrous oxide is 
produced which it not only lowers the flame temperature and increases the volume of 
combustion products but also is considered a greenhouse gas. Oxy-fuel combustion is a pre-
combustion technique that has received much attention due to its ability to eliminate the 
emissions of the greenhouse gases including nitrous oxide leaving only water in the form of 
vapor and carbon dioxide as the byproducts of combustion; this is achieved by reacting the 
fuel with pure oxygen. This allows for relatively easier separation, capture and storage of the 
carbon dioxide by condensing the water off the combustion products.  
 
The U.S. Department of Energy has investigated the performance of CO2 and H2O diluted 
oxy-fuel combustion system in a high-pressure combustor [1]. Jupitar Oxygen Corporation 
also developed an oxy-fuel system that uses an untempered high temperature oxy-fuel flame, 
currently on the market for environmentally sound energy production [2-3]. The focus of this 
paper is to study the effects that the recirculation of carbon dioxide and steam have on the 
radiative heat release rate of methane combustion. The global radiation was measured using a 
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Mark IV series non-contact temperature sensor & radiometer with 150° view angle and 0.1 to 
92 µm wavelength ranges. For the experiments the radiative heat release factor (F) is 
calculated using Eq. (1): 
 

                        (1) 
 
Where qr is the radiation output from the flame and qin is the firing input of the combustion. 
 

2 Technical Approach 

Figure 1 shows the complete experimental setup used to acquire the oxy-fuel flame radiation 
measurements. Research grade fuel and oxidants were delivered to the burner from 
pressurized tanks. Manual precision metering valves in conjunction with low-torque-quarter-
turn plug valves were used to control and meter fuel and oxidant flow rates.  A bank of digital 
mass flow controllers was used to measure mass flow rates of fuels and oxidant to achieve the 
desired compositions.  Prior to each experiment the mass flow meters were calibrated using a 
laser based mass flow meter calibrator.  
 
3 Results and Discussion 

Figures 2 and 3 show the radiative heat release rate of CH4-O2-CO2 flames varying with 
recirculation ratio of CO2 in the oxidizer at different equivalence ratio. It is interesting to note 
that the radiative heat release rate increases as the CO2 diluents increase in the oxidizer 
mixture even though the adiabatic temperature decreases.  Emissivity is plotted against 
recirculation ratio of CO2 in Figure 4.   

 

4 Conclusions 

The preliminary sets of data have shown that flame radiation is primarily a function of 
emissivity of the flame. However emissivity is dictated by equivalence ratio and percentage 
of recirculation ratio.  

 
 

 Fig. 1 Experimental setup for experiment 
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Figure 2 Radiation heat transfer of CH4-O2

 flames at different equivalence ratio 

 

 Figure 3 Radiation heat transfer of CH4-O2-CO2
 flames at fuel rich conditions 

 

Figure 4 Emissivity of CH4-O2-CO2 flames at different recirculation ratio of CO2 in the oxidizer mixtures 
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ABSTRACT 

The record solar cell efficiency of Cadmium Telluride (CdTe) / Cadmium Sulfide (CdS) 
modules is currently limited to a record ~17.3% out of a theoretical maximum of ~29%. This 
is caused by the large lattice mismatch of 10% between CdTe and CdS which results in a 
high density of charge trapping defects that reduce the device's performance. An approach to 
address this issue is to lower the lattice mismatch strain experienced by the two materials 
through nanoscale fabrication methods. By alloying CdTe with Zn and growing selectively 
on a nanopatterned CdS substrate, the strain in the CdXZn1-XTe /CdS heterostructure can be 
dramatically reduced since the lattice mismatch of ZnTe(111)-CdS(0001) is only 3%. The 
application of recently developed CdTe and CdXZn1-XTe bond-order potentials (BOP) in 
molecular dynamics (MD) simulations that offer unprecedented quantum mechanics accuracy 
allow the visualization of nanoscale defect formations not available in experimental 
procedures.  

1. Background  

The cost of $0.15/kWh for electrical energy generated using CdTe solar cells is the lowest of 
any other semiconductor technology1. The material’s current energy-conversion efficiency 
record of 17.3% is significantly lower than the theoretical value of 29%2,3. If the energy 
efficiency is improved significantly, CdTe solar cells have the potential to profoundly impact 
the energy supply given that their cost drops below the $0.10/kWh retail price for 
conventional energy in the USA. The current under-achievement of the energy efficiency of 
CdTe solar cells is attributable to the charge-trapping defects4-8. Because CdTe solar cells are 
composed of multilayered films, a variety of nanoscale defects can be present due to the 
lattice-mismatch strains. Innovations in the material have been difficult because these defects 
cannot be visualized in experiments. Consequently, defect configurations, their effects, and 
their formation mechanisms have not been well understood. A recently developed CdTe 
bond-order potential (BOP)9 has made it possible to use molecular dynamics (MD) 
simulations to study defects with an accuracy approaching that of quantum mechanics 
methods. The objective of the present work is to perform such BOP-based MD simulations to 
explore defect formation during growth of CdTe over layers. This can provide critical insight 
required to improve the energy efficiency of CdTe modules. 

2. Bond-Order Potential: A Breakthrough in Semiconductor Modeling 
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MD simulations of semiconductor growth are extremely challenging because they sample a 
large number of metastable configurations not known a priori. These must ultimately be 
reconstructed into the equilibrium crystal for any analysis to be meaningful. An interatomic 
potential becomes predictive when it captures properties of a variety of pre-designed phases 
and correctly predicts crystalline growth while it samples random configurations at the 
growth surface. No previous semiconductor potential achieves this. A vast majority of 
previous MD simulations of crystalline growth of semiconductor vapor deposition10-14 were 
achieved using Stillinger-Weber (SW)15 potentials. It has been established16 that while SW 
potentials can easily ensure the crystalline growth, they cannot satisfactorily capture the 
property trends of other configurations and hence they cannot accurately reveal defect 
formation. Tersoff potentials17, on the other hand, can capture property trends more 
accurately. However, this also makes it more difficult to ensure the lowest energy for the 
equilibrium phase. As a result of parameterization problems, many literature Tersoff 
potentials18-20 predict amorphous growth during vapor deposition simulations. Not 
surprisingly, we found16 that none of the existing CdTe Stillinger-Weber21 and Tersoff18 
types of potentials sufficiently address the defect issues. The CdTe BOP9  represents a 
breakthrough since: (a) it is analytically derived from quantum mechanical theories and its 
quantum accuracy has been widely documented22-26; (b) captures properties of a large number 
of phases; and (c) its ability to predict crystalline growth has been demonstrated9. 

3. Experimental Validation  

High-resolution transmission electron microscopy (HRTEM) experiments have been 
conducted to examine defects in the CdTe/GaAs multilayered films with a lattice mismatch 
of 12.78%27. We performed an MD simulation of CdTe over layer growth using the same 
lattice mismatch in order to directly compare with HRTEM results. The geometry of the 
computational cell is shown in Fig. 1(a). The system is periodic in the x- and z-directions 
containing respectively 100 (10-1) and 8 (101) planes. In order to introduce the lattice 
mismatch using CdTe BOP, a substrate containing 35 (040) planes in the y- (thickness) 
direction was first created with the x- dimension compressed by 12.78% to match the lattice 
constant of GaAs. To prevent the dimension from relaxing back to that of CdTe, the atomic 
positions of the bottom 35 (040) planes were fixed during constant volume MD simulation of 
vapor deposition. An adatom incident kinetic energy of 0.1 eV, an incident direction normal 
to the surface, a substrate temperature of 1000 K, a stoichiometric vapor ratio of Cd/Te = 1, 
and a deposition rate of around 0.96 nm/ns were used. MD simulations of vapor deposition 
must be performed at accelerated deposition rates due to a high computational cost. While 
this may lead to overestimates of kinetically-trapped defects such as vacancies, it 
conservatively reveals the formation of non-kinetically-trapped defects such as misfit 
dislocations. The configuration obtained after about 4 ns of deposition is shown in Fig. 1(a) 
in comparison with the HRTEM experimental image27 reproduced in Fig. 1(b). 

Fig. 1(a) indicates 7 misfit dislocations near the interface. Both dislocation configurations and 
average dislocation spacing are in remarkably good agreement with the experimental results 
shown in Fig. 1(b). Detailed analysis of simulated results indicated that the misfit edge 
dislocations lie in the [101] directions and have a Burgers vector of [10-1]a/2. 

In conclusion, we demonstrate that the new BOP-based MD model enables new sciences of 
CdTe vapor deposition to be revealed with significant improvements over other methods on 
capturing properties of many structures; and that misfit dislocations in the CdTe/GaAs 
multilayers are predicted in good agreement with the HRTEM experiments. 
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Fig. 1: BOP simulation and HRTEM image27 of atomic structure of CdTe/GaAs multilayers. 
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ABSTRACT  
In t his s tudy t he cohesive da mages o f m atrix unde r bot h dr y and w et c onditions have 
investigated using Finite element methods (FEM). The compressive strength and shear strength 
of m atrix a re de termined i n l aboratory unde r b oth dr y a nd w et c onditions. T he F EM m odel 
consists of  a n a ggregate s urrounded b y 0.02 " thick m atrix. A  uni formly di stributed l oad i s 
applied on m atrix t o s imulate t he t ire p ressure. T hree d ifferent l oad p atterns n amely t riangle, 
saw-tooth and r ectangle are applied t o s imulate the t raffic speed on t he pavement. It has been 
observed t hat for t riangle a nd s aw-tooth l oad p attern m atrix unde r dr y condition s hows m ore 
damages than wet condition. The damages initiates at the location where the load are placed and 
then progressed along the surface of matrix. For higher magnitude of deformation load and under 
wet conditions the damage progresses along the interface of aggregate and matrix. On the other 
hand under dr y condition t he da mages pr ogresses a long s urface of  m atrix a nd in be tween t he 
surface and interface of aggregate and matrix.  

Table 1. Mechanical properties of matrix under dry and wet conditions 

 Test type Maximum stress 
(psi) 

Strain at maximum 
stress (in/in) 

Elastic modulus 
(psi) 

Dry Compression 293 0.0448 27952 
Shear 81 0.0181 21413 

Wet Compression 379 0.0478 18773 
Shear 118 0.0186 20174 

 

 
Fig. 1. Schematically adhesive and cohesive damages in aggregate and matrix 
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Matrix 

(a) No loss of bonding 

Adhesive damage 

Cohesive damage 

(b) Loss of bonding 
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Fig. 2. A generalized FEM diagram of aggregate coated with matrix, boundary conditions and loading situation.  

 

Fig. 3. Damage initiation criteria for rectangular pattern load under dry and wet conditions. 

1. Introduction 

Asphalt pa vements a re exposed t o t raffic a nd e nvironment s hows s everal t ypes o f di stresses, 
damages and failure over time. The damages into the pavements mostly occur into material and 
interface of  m aterials. B oth a sphalt a nd a ggregate c an b e da maged due  t o t raffic and e xposed 
environmental conditions. Also the interface between the aggregate and asphalt can be damaged 
for the similar reasons. The damages within asphalt materials are called cohesive damage and the 
damages between the asphalt and aggregate interface are called adhesive damages. Cohesive and 
adhesive d amages ar e t wo m ajor r easons o f p avement d amages an d l eading t o f ailure. A  
generalized phenomenon of  adhesive and cohesive damage i s shown in F ig. 1. In t his s tudy a 
FEM has b een d eveloped w ith ag gregate co ated b y m atrix. T he m atrix is d efined as  as phalt 
combined w ith aggregate greater t han #200 s ieve s ize but s maller t han #4 s ieve s ize. The 
damages within matrix have been evaluated using maximum nominal stress criteria.  

2. Damage Laws 

The elastic behavior is written in terms of an elastic constitutive matrix that relates the nominal 
stresses to the nominal stains of the material. The elastic behavior can then be written as, 

    𝑡 = �
𝑡𝑛
𝑡𝑠
𝑡𝑡
� = �

𝐾𝑛𝑛 𝐾𝑛𝑠 𝐾𝑛𝑡
𝐾𝑛𝑠 𝐾𝑠𝑠 𝐾𝑠𝑡
𝐾𝑛𝑡 𝐾𝑠𝑡 𝐾𝑡𝑡

� �
𝜀𝑛
𝜀𝑠
𝜀𝑡
� = 𝐾𝜀                                    (1) 
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(b) Wet 
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Damage is assumed to initiate when the maximum nominal stress ratio reaches a v alue of one. 
This criterion can be represented as, 

     𝑚𝑎𝑥 �𝑡𝑛
𝑡𝑛0

, 𝑡𝑠
𝑡𝑠0

, 𝑡𝑡
𝑡𝑡
0� = 1             (2) 

𝑡𝑛0, 𝑡𝑠0 and 𝑡𝑡0 are normal and shear strength of matrix. The strength of matrix is given in Table 1.  

3. Finite element model development 

The f inite e lement m odel w as de veloped b y using A BAQUS/CAE 6.9 -EF1[1]. T he m odel 
consists of a one quarter of aggregate coated with matrix. A generalized shape of aggregate with 
coated matrix and the FEM model is shown in Fig. 2. The aggregate is assumed as circular shape 
with a radius of 0.75". The thickness of the matrix is assumed as 0.02". The elastic modulus of 
the aggregate is selected as 30,000 psi and the Poisson’s ratio is 0.30. The density of aggregate is 
selected as 0 .06 p ci. T he m echanical p roperties of t he a ggregate ar e co mmon f or gravel. T he 
elastic m odulus of  m atrix unde r dr y and w et c ondition i s g iven i n T able 1. T he m odel i s 
developed as an axi-symmetric since the loading and the shape of the model is symmetric to the 
vertical a xis. T he r estraining c ondition o n th e le ft s ide o f th e mo del is  a xi-symmetric. The 
bottom s ide of  t he m odel i s hi nged s upported. F our nodde d l inear quadrilateral c ohesive 
elements are used to characterize matrix. Three and four nodded linear quadrilateral plane stress 
elements a re u sed to  mo del a ggregate. M aximum s tress c riteria r equire ma ximum s tress in  
vertical and shear di rections. Since the model is two dimensional, only the one shear di rection 
data is required.  

Real pavement experiences c yclic pressure l oad which comes f rom t raffic. For t his r eason the 
FEM is simulated with three different pattern loads. The loading cycle resembles one passes of 
wheel ove r t he pa vement. S everal s tudies w ere done  w ith c yclic l oading on a sphalt c oncrete 
pavements (Saad et al. 2005[2]).  

A uniformly distributed load (UDL) is used instead of single point load. The total length of the 
UDL is considered as 0.8". A deformation magnitude of 0.0285" and 0.057" are used to simulate 
tire pressure on pavements.  

4. Results and discussions 

It has been observed that damage initiates away from the support and at the end of loading zone. 
The progression of damage under both dry and wet conditions for 0.0285" deformation loading 
are shown in Fig. 3. It has been seen that under both dry and wet conditions the damage initiates 
at s urface o f m atrix an d p rogress t o t he s urface o f m atrix. Also u nder dry c ondition a nd f or 
0.057" load magnitude the damage progresses in between the surface and interface locations. On 
the other hand under wet condition with 0.057" magnitude load the damage progresses at surface 
of matrix and the interface of matrix and aggregate.  

5. References 

[1] ABAQUS/CAE User’s manual, Dassault Systems, Version 6.9-EF1, 2009. 
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ABSTRACT 

New Mexico has about 50 general aviation airports with pavement condition varying from 
serious to good. The current need is to determine the most optimum pavement maintenance 
strategy for four New Mexico airports. In this study, the results of a number of crack 
treatments (crack sealing, patching) as well as surface treatments (slurry seal, overlay) are 
compared in terms of Pavement Condition Index (PCI) improvement, life cycle treatment 
cost, emission cost and accident cost. Three different modules have been developed using 
system dynamic software named Powersim. PCI module is capable of determining PCI of 
future years after application of different maintenance treatments. Benefit module can show 
the functional benefit due to maintenance work in monetary term which uses the average PCI 
after maintenance from PCI module and budget required to maintain a certain PCI throughout 
the design period from MicroPAVER analysis. LCC module is capable of performing life 
cycle cost analysis and helps to determine the life cycle treatment cost. Emission cost and 
accident cost due to various maintenance treatments are determined using resulting 
International Roughness Index in MEPDG and PaLATE (Pavement Life Cycle Assessment 
Tool for Environmental and Economic Effects) respectively. The analysis shows that slurry 
seal has the most benefit to cost ratio among all maintenance treatments and PCI at the time 
of first application of a maintenance work plays an important role in benefit to cost ratio.  

 
Fig.1. PCI causal loop diagram. 
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Fig.2. Benefit cost ratio of different alternatives for Fort Sumner airport. 

 
Fig.3. Average benefit cost ratio at airports of different pavement condition. 

1 Study approach 
A system dynamic model has been developed using Powersim to estimate the average PCI of 
different maintenance practices over the analysis period of 20 years. The do nothing PCI 
trend and the predicted rate of deterioration are determined using MicroPAVER. If a certain 
PCI is maintained throughout the analysis period of 20 years by applying different types of 
preventive and major repair in every year of the design life, then the money required to 
maintain that fixed PCI is estimated using the same tool. In estimating functional benefit it 
has been assumed that, if a maintenance work in system dynamic model shows a average PCI 
equal to the PCI maintained by MicroPAVER throughout the life, then it will also give 
functional benefit equal to the money estimated by MicroPAVER to maintain that certain PCI 
in 20 years design period. As minimum acceptable PCI, 45, 50 and 55 are used for every 
alternative in the system dynamic model. Traditionally, the relative difference in benefit due 
to a rehabilitation is determined by comparing the area under the treatment curve and area 
under the do nothing curve [1]. Data regarding the life extension of the pavement due to 
various treatments and their unit costs have been obtained from Airport Cooperative Research 
Program Synthesis 22: Common Airport Pavement Maintenance Practices [2]. The causal loop 
diagram of PCI module is shown in Fig 1. Life cycle cost analysis of different alternatives is 
performed using another system dynamic model. To estimate the environmental damage cost, 
life cycle gas emission due to different maintenance is calculated using software named 
PaLATE. It is developed by University of California, Berkley; and capable of calculating air 
pollution due to application of various alternatives [3]. Using the volume of the asphalt 
material needed for different treatments, the vehicular emissions due to transportation and the 
air pollution due to asphalt production and application processes are obtained. Monetary 
value or disbenefit of a treatment is used from AEA Technology [4]. Accident costs are 
calculated using the resulting IRI for different alternatives using MEPDG tool [5]. The most 
optimum maintenance treatment is determined by benefit to cost methodology. 
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2 Results of the analysis 
Benefit cost analysis has been performed using equation 1 to obtain the most optimum 
maintenance treatment: 

݅ݐܴܽ ݐ݂݅݁݊݁ܤ ݐݏܥ            = ி௨௧  ௧ 
  ௬  ்௧௧  ௦௧ାா௦௦ ௦௧ାௗ௧  ௦௧

                  (1) 
 
Fig.1 shows benefit cost ratio for various maintenance treatments applied at Fort Sumner 
airport when maintaining different minimum acceptable PCI. Alternative 3 (slurry seal) has 
given the maximum B/C ratio among all alternatives. Only for minimum acceptable PCI 45, 
thin overlay (Alternative 4) has shown better B/C ratio than slurry seal (Alternative 3). Other 
airports have shown similar results. If only the crack treatment is considered, then crack 
sealing has given better result than patching for all airports except Santa Rosa. For Santa 
Rosa, patching has more B/C ratio than crack sealing, and hence is more effective crack 
treatment in that airport. Treatments are only applied in the current year and the year when 
PCI goes below minimum acceptable limit and this is why it is very important to assign the 
minimum acceptable PCI in life cycle cost analysis for the current study. For Fort Sumner, if 
minimum acceptable PCI value is taken as 45, then Alternative 4 (thin overlay) shows the 
best result. But if 50 is taken as the minimum acceptable PCI, then Alternative 3 (slurry seal) 
shows the highest B/C ratio.  

B/C ratio also depends on the condition of the pavement at the time of first maintenance 
application. The average B/C ratio of all alternatives considering all three minimum 
acceptable PCI at different pavement condition is shown in Fig.2. Among the four airports, 
Santa Rosa has the highest current PCI value of 67 and therefore has shown the highest 
average benefit to cost ratio. Grants has the lowest current PCI and the lowest B/C ratio as 
well. Fig.2 represents that, it is better to apply a preventive work when the pavement will be 
in relatively good condition.  

3 Conclusions 
- Among the four alternatives, slurry seal has the maximum benefit to cost ratio, hence 

it is the most optimum pavement maintenance strategy for this current study. 
- Minimum acceptable PCI selection plays an important role in determining a cost 

effective treatment as well as aiming target level of service. 
- It is more effective to apply a preventive maintenance work in an airfield before it 

goes close to the lower limit of critical PCI value. 
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ABSTRACT 
Airfields of different airports all over New Mexico have been evaluated since 2008 to 
determine functional and structural condition. Based on this condition evaluation, 
maintenance strategies have been developed using two software, namely ELMOD and 
FAARFIELD. In this study, each maintenance strategy has included maintenance alternatives 
to maintain the airfields of Cavern City Air Terminal over 35 years. Goal of this study is to 
determine the most economical maintenance strategy that can ensure better functional and 
structural condition. Life Cycle Cost Analysis (LCCA) has been performed to estimate the 
total cost required to implement these maintenance strategies over 5, 10 and 35 years. 
Estimated costs for both ELMOD and FAARFIELD based maintenance strategies have been 
compared. It has been observed that ELMOD based maintenance is better economical than 
FAARFIELD based maintenance.  

Table 1: Maintenance stream diagram from ELMOD analysis 

Y
ea

r 

Cavern City Air Terminal 
RW 14L-32R RW 8-26 RW 14R-32L RW 3-21 

Alt. 1 Alt. 2 Alt. 1 Alt. 2 Alt. 1 Alt. 2 Alt. 1 Alt. 2 
0 Overlay Overlay Overlay Overlay         
3   Fog       Fog   Fog 
4     Fog           
5 Fog     Fog         
6         Slurry   Slurry   
8     Overlay     Fog   Fog 
9   Fog             
10 Overlay     Overlay         

12   Overlay Fog   Slurry Fog Slurry Fog 
15 Fog Fog   Fog Overlay Overlay Overlay Overlay 
16     Overlay           
18         Slurry   Slurry   
19           Fog   Fog 
20 Overlay   Fog Overlay         
21   Fog             
23           Fog   Fog 
24   Overlay Overlay   Slurry   Slurry   
25 Fog     Fog         
27   Fog       Fog   Fog 
28     Fog           
30 Overlay     Overlay Overlay Overlay Overlay Overlay 
32     Overlay           
33   Fog             
34           Fog   Fog 
35 Fog     Fog Slurry   Slurry   
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Table 2: Maintenance stream diagram from FAARFIELD analysis 

Y
ea

r Cavern City Air Terminal 
RW 14L-32R RW 8-26 RW 14R-32L RW 3-21 

Alt. 1 Alt. 2 Alt. 1 Alt. 2 Alt. 1 Alt. 2 Alt. 1 Alt. 2 
0 Overlay Overlay     Overlay Overlay     
4   Fog Fog Slurry   Fog Fog Fog 
5 Slurry       Slurry       
8   Overlay       Overlay     
9     Overlay Overlay     Overlay Overlay 
10 Overlay       Overlay       
12   Fog       Fog     
13     Fog       Fog   
14       Slurry       Fog 
15 Slurry       Slurry       
16   Overlay       Overlay     
17     Overlay       Overlay   
18                 
19       Overlay       Overlay 
20 Overlay Fog     Overlay Fog     
21     Fog       Fog   
24   Overlay   Slurry   Overlay   Fog 
25 Slurry   Overlay   Slurry   Overlay   
28   Fog       Fog     
29     Fog Overlay     Fog Overlay 
30 Overlay       Overlay       
32   Overlay       Overlay     
33     Overlay Slurry     Overlay Fog 
35 Slurry       Slurry       

 
 

 
         (a) 5 year maintenance             (b) 10 year maintenance          (c) 35 year maintenance 

Figure 1: Cost comparisons between ELMOD and FAARFIELD based maintenance 
 

1 Introduction 
An airfield pavement evaluation program has been carried out since 2008 by Aviation 
Division of NMDOT [1]. Based on the condition during pavement condition evaluation and 
future deterioration, need for rehabilitation and maintenance has to be determined. To ensure 
the best suited application method and better economical investment, competing options or 
strategies need to be compared to each other.  
Main objective of this study is to compare two different methodologies to determine 
maintenance cost. First methodology has been developed based on ELMOD analysis and the 
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second one is developed based on FAARFIED analysis. Both of these methodologies 
generate maintenance strategies for the maintenance program for 35 years. Finally, LCCA 
has been performed to estimate maintenance costs. Maintenance strategies have been 
developed to maintain the runways of Cavern City Air Terminal, Carlsbad, New Mexico. 
Runways in this airport are: RW 32L-14R, RW 8-26, RW 14R-32L and RW 3-21. 
 

2 Development of Maintenance Strategies 
Maintenance program has been developed with different maintenance strategies. Each 
strategy comprises different maintenance alternatives. These treatments have been scheduled 
at different time to serve the specific purpose, i.e. functional or structural requirement [2]. 
Time for this maintenance has been determined based on the pavement remaining life, 
overlay thickness requirement, and functional parameter deterioration.  
Both ELMOD and FAARFIELD perform the analysis to determine required overlay 
thickness and remaining life. Table 1 shows the stream diagram of maintenance alternatives 
for ELMOD analysis. In addition, Table 2 shows the stream diagram of maintenance 
alternatives as developed based on FAARFIELD calculation. For each of the runway 
maintenance program analysis, two different strategies have been developed. These strategies 
are not identical due to the difference in analysis from two mentioned software.     
  

3 Cost Comparison of Maintenance Strategies 
Maintenance treatments that have been considered to apply for pavement maintenance 
program are: overlay, i.e., milling and filling, fog seal and slurry seal. LCCA has been 
performed on four different runways of Cavern City Air Terminal based on the unit price of 
material.  Maintenance costs for ELMOD and FAARFIELD analysis over 5, 10, and 35 
years, respectively, have been shown in Figure 1(a) through (c). It has been observed that 
ELMOD based maintenance is more expensive than FAARFIELD based maintenance in RW 
8-26 (5-year maintenance cost). It continues for both 10 and 35 year maintenance. However, 
ELMOD is the most economical in all other cases.    
 

4 Conclusion 
The above cost analyses show that maintenance cost resulting from ELMOD analysis is less 
expensive than that from FAARFIELD. In some maintenance alternatives, it has been 
observed that cost resulting either from ELMOD or FAARFILED is negligible. This is due to 
the absence of maintenance treatment at that particular time. In overall, ELMOD based 
maintenance methodology is the most cost saving for the airfields.  
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ABSTRACT 

In t his paper, a  viral systems o ptimization algorithm is de veloped t o optimize w ind t urbine 
layout i n a w ind farm.  T he m ain o bjective o f this r esearch is t o f ind t he b est l ayout 
configuration o f w ind t urbines in a  fixed area which minimizes t he cost per unit produced. 
The optimization problem is formulated as the minimization of energy cost per unit produced 
which is  f orm by t he estimated t otal co st and total power pr oduced. T he vi ral system 
algorithm de veloped in t his pa per is us ed t o s olve a  s pecific pr oblem w hich t akes into 
consideration t hree w ind s peeds a nd t hirty-six w ind d irections, furthermore in t he pr esent 
paper, different types o f w ind t urbines w ith d ifferent r eliabilities, e fficiencies a nd costs are 
considered. As a solution to this problem the layout of a wind-farm in which the electricity is 
produced at the minimum cost is obtained. 
  

1    Introduction 
Electricity is a basic need in o ur s ociety; w ithout i t l ighting, co mmunications, t elephone, 
radio, would not exist and people would have to renounce to devices that are an integral part 
of their homes. Among the d ifferent ways of producing e lectricity, wind turbines ut ilize the 
movement o f a n a ir mass moving t he b lades o f t he t urbine a nd t hereby g enerating e lectric 
power. D uring t he pr oduction o f e lectricity t he w ind leaving t he w ind t urbine loses a n 
amount of energy which is converted into kinetic energy in the turbine rotor, so that the wind 
has passed through the apparatus is reduced in speed, this turbulent wind is known as wake. 
The w ake n ormally has an  impact o n d ownstream t urbines, r educing w ind s peed a nd 
therefore also reducing the energy produced by them. This paper aims to find the layout that 
maximizes energy production within a w ind farm while the total cost is minimized. To find 
configuration a viral systems algorithm is used. 
 

2    Model Description 
The models u sed in t his r esearch t o ev aluate w ake e ffect ar e v ery s imilar t o the o ne 
developed by Jensen in 1983 [1]. Jensen’s model is based o n the conservation o f momentum 
inside t he w ake a nd o n t he as sumption t hat the w ake increase w ill be linear. T he co st and 
objective functions are comparable to the one presented in Mosetti et al. [2] and Grady et al. [3]. 
In t his study a  w ind farm o f 2k m by 2k m w hich w as pa rtitioned into 100 p ossible t urbine 
locations. 

OPTIMAL SITING OF WIND TURBINES USING VIRAL 
SYSTEMS ALGORITHM  
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Based o n t he s tatement of momentum balance a nd B etz theory, t he w ind s peed be hind t he 
turbine rotor can be calculated by equation (1): 
 

                                                               (1) 

 
where U0 is the initial wind speed, a r epresents the axial induction factor, x is defined as the 
distance d ownstream a nd r1 is t he d ownstream wake r adius.  E ntrainment co nstant α is 
empirically calculated by equation (2), where z is the height of the wind turbine rotor and z0 
the surface roughness, readers can refer to [1] for details. 
 

                                ,                                                                    (2) 

 

3    Objective Function 
The investment cost considers only the number o f turbines purchased; this cost relation was 
presented first by Mosetti et  al. [2], and assumes a n on-dimensional cost per year o f a s ingle 
turbine and it depends on the supplier of this turbine a lso a maximum cost reduction o f 1/3 
for each additional wind turbine purchased.  Equation (3) describes the total cost per year for 
a wind farm: 
 

 ,                                                (3) 
 
where N represents the total n umber o f turbines p urchased. T he total p ower p roduction is 
calculated base on the wind speeds of each turbine Ui and is given by equation (4): 
 

     .                                                       (4) 
 
As stated before, the objective function considered by this research is formed by the cost of 
producing t he e nergy a nd t otal po wer pr oduced. This o bjective function is g iven by t he 
equation (5): 
 
                                                 ,                                                               (5) 
 

4    Optimization method 
Viral s ystems a lgorithm mimics h ow b acteriophage viruses r eproduce. Cortés et a l.[4] 
developed the u se o f a  v iral system a lgorithm t o solve c ombinatorial pr oblems by  us ing a  
selective method on how the v irus seeks o ut the weakest ce lls a nd at tempts to infect them.  
Like real viruses, this methodology seeks the optimum solution by seeking the best solutions 
in a group, which correspond to weakest cells.  In addition, cells may defend themselves from 
attack with antibodies.  Readers can refer to [4] for details. 
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5    Numerical Example 
The wind speeds for t his numerical example are based on probabilistic data and are showed 
in F igure 1 .  Therefore, i t i s n ecessary t o n ote this w hen r eplicating r esults. All t urbines 
considered have a r otor diameter of 40 m, ground roughness of 0.3, trust coefficient of 0.88 
and a height of 60m.  Three wind speeds are considered for this numerical example case, 8, 
12 and 17 m/s.  
 
 
 
 

 
 
 
 
 
 
 

Fig.1. Wind speeds and directions. 
 

After running t he p rogram, the best layout found by t he viral systems a lgorithm is show in 
figure 2, with a total cost of 21.05, 28 turbines placed and a cost per unit of power produced 
of 0.0008872.   
 

 
Fig.2. Optimal configuration 
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ABSTRACT 

A new co mponent r eplacement an alysis method to s olve co mponent r eplacement 
problems for c omplex electricity d istribution s ystems u sing G enetic Algorithms is 
developed. There ar e t wo d ifferent types o f p otential d ecisions t o b e made at  the 
beginning o f e ach p lanning p eriod, e ither t o k eep t he c omponent in t he system for o ne 
more p lanning pe riod o r to replace it w ith a new co mponent. The main o bjective is t o 
obtain a n o ptimal r eplacement s chedule o ver a f inite t ime horizon s ubject to an nual 
budget constraints, with the objective of minimizing the total Net Present Value of unmet 
demand, maintenance an d purchase co sts. T he M ethod i s ap plied t o a r adial system 
configuration; extensions to apply the model to complex configurations will be presented. 
  
1. Introduction 
The d istribution s ystem is t he p art of t he e lectric p ower s ystem, w hich ha s most o f t he 
impact on the level of reliability experienced by the costumer [1]. The distribution system 
connects the e lectric p ower t o the cu stomers t hat r equire it ( houses o r i ndustry) at  
voltages be low t han in t he transmission o r s ub-transmission systems. The t ransmission 
system sends the electric power directly to the distribution substation and then it converts 
the e lectricity t o a l ower v oltage in o rder to b e u sed o n a p rimary d istribution feeder. 
Most of t he d istribution s ystems ar e o perated i n r adial networks, b ut sometimes t he 
configuration is c hanged dur ing o peration [ 2]. R adial networks h ave s ome ad vantages 
over other network configurations. For example radial networks have lower short circuit 
currents a nd s impler s witching a nd pr otecting equipment. Most of t he e quipment i s 
approaching to be 50 years o ld [3]. That means that the infrastructure is becoming very 
old a nd t hen t he co st to operate an d maintain a re increasing a nd more important the 
infrastructure is less reliable. The components became old the electricity outages increase 
leading to increased operating costs [4]. Hence there is a need to develop methods, which 
would address this problem of the aging infrastructure and thus help us develop a reliable 
electricity transmission and distribution networks. 
 
2. Genetic Algorithms 

Genetic algorithms (GA’s) are inspired in the natural selection process of individuals and 
the ev olution o f s pecies. GA’s u se the r eproduction me chanisms a nd t he ge netic 
transmission characteristics. GA’s s tart with a  population of r andom individuals, called 
chromosomes, w hich ar e r evised o ver s uccessive g enerations. T he cr ossover an d 
mutation o perators a re us ed t o i ntroduce n ew pr ospective de sign s olutions a t e ach 
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generation. During each successive generation, each individual is evaluated according to 
a f itness function. Individuals w ith h igh-fitness va lues rank at the top, while individuals 
with lo w-fitness function values ar e r anked lower and they are likely t o d isappear from 
the po pulation. T he a lgorithm co ntinues for a p re-determined ma ximum n umber of 
generations o r until no additional improvement is o bserved..Figure 1 s hows a f lowchart 
with the main GA steps. 

 

 
Fig.1. Genetic Algorithm Flow chart 

 
3. Component aging and system unavailability 
 
To evaluate the current age of the component in the power grid I  will be using N.H.P.P 
(Non-Homogeneous P oisson P rocess), w here ev ents o ccur randomly o ver time at  an  
average rate of λ events per unit time. 

 
The failure intensity function for each component l in the system is given by, 

(1) 
 

(2) 
 

 
The expected number of failures by age τ on any one-year time interval of the component 
is calculated by: 

(3) 
 

 
The maintenance cost of the component is calculated by using the following equation: 

(4) 
 

 
The unavailability cost of the component is calculated by using the following equation: 

(5) 
 

 
The o bjective function w ith a n N number of c omponents a nd p lanning h orizon K is 
formulated as following: 
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(6) 

 

 
Subject To, Budget Constraints. 
 
4. Example 

 
The main o bjective is t o f ind t he best r eplacement s chedule for t he components of t he 
radial c onfiguration ne twork. In t he present example, t he components considered ar e 
shown in Table 1. 
 

Component Initial Age Outages/year  Hours/Outage $/Outage $ 

1) Line 13.8kV 20 1.9560 1.25 1.32 1500 45,000 
2) Breaker 13k 10 0.0036 1.60 83.12 1000 35,000 
3) Line 600 ft 40 0.0055 1.80 26.51 1900 33,300 
4) Switch 35 0.0061 1.85 5.60 700 10,000 

 
Table 1. Component Data 

 
The a lgorithm is run for 50 generations and t he lowest total co st obtained at  the end o f 
50th generation is $307,070. 
 
5. Conclusions 

 
The e lectric en ergy is basic for our d aily normal life. M ost of t he el ectric p ower 
components are becoming o ld and they need to be replaced or maintained in an optimal 
way, because a failure in the system can cause a blackout. Most of the actual problems in 
the en ergy supply o ccur i n t he d istribution p art o f t he p ower g rid. O ne most s imple 
configuration for t he d istribution network i s t he r adial c onfiguration, E ven t hough a  
radial co nfiguration is a s imple a nd cheap w ay t o p rovide e lectricity, it has a v ery low 
reliability. F or that reason a m ethod f or d etermining t he r eplacement s chedules for 
components in t he po wer d istribution s ystems s ubject to a nnual budget c onstraints w as 
developed and p resented in t his p aper. T he c omponent r eplacement s chedules was 
obtained a nd t he t otal co st l ies w ell w ithin t he a llocated b udget am ount.  The b est 
solution has a cost of $307,070. 
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ABSTRACT 

A hybrid intelligent algorithm based on the wavelet transform (WT) and fuzzy ARTMAP 
(FA) network is proposed in this paper for predicting the power output of a wind farm 
utilizing meteorological information such as wind speed, wind direction, and temperature. 
The test results show a significant improvement in forecasting error through the application 
of a proposed hybrid WT+FA model over a benchmark persistence method, other soft 
computing models (SCMs) and hybrid models as well. The proposed hybrid wind power 
forecasting strategy is applied to real life data from Kent Hill wind farm located in New 
Brunswick, Canada.  
  

1 Introduction  

It is well known that wind power produced by wind turbines is intermittent in nature and 
this unpredictability poses a fundamental problem for power system operators. Accurate wind 
power forecasting is beneficial for wind plant operators, utility operators as well as utility 
customers. For meeting up the customers’ demand, wind power forecasting facilitates 
scheduling the connectivity of wind turbines or conventional generators, thus improve the 
reliability of wind generated electricity [1], [2]. 

Several methods are reported in literature for short-term wind power forecasting such as 
the persistence method, physical modeling approach, statistical models, and soft computing 
models (SCMs). The persistence method, also known as a ‘Naive Predictor’, is used as a 
benchmark for comparing other tools for short-term wind forecasting. This method simply 
uses the past hour wind power value as the forecast for the next hour. Any developed forecast 
method is first tested against the persistence method in order to baseline its performance [3], 
[4]. Forecasting tools based on soft computing methods are gaining significant attention. Soft 
computing is an emerging field that consists of neural networks (NNs), fuzzy logic, 
evolutionary computation, machine learning, and probabilistic reasoning. The advantage of 
the SCM is that it has ability to handle non-linearity more effectively and to extract patterns 
and detect trends that are too complex to be noticed by either humans or other computer 
techniques. Among SCMs, NNs have been widely used in forecasting purposes. Different 
types of NNs are backpropagation NN (BPNN), probabilistic NN, radial basis function NN 
(RBFNN), self-organizing feature maps (SOFM), cascade correlation NN, extended Kalman 
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filter (EKF)-based NN, adaptive resonance theory NN, fuzzy ARTMAP (FA), support vector 
machines (SVMs). 

This paper proposes a novel hybrid intelligent algorithm for predicting wind farm power 
output. The innovative aspect of this paper lies on developing an accurate, efficient, and 
robust wind power forecast model using a hybrid approach based on wavelet transform (WT) 
and a SCM based on FA, i.e., WT+FA, which considers the interaction of wind power with 
wind speed, wind direction, and temperature in the forecast process. 
 

2 Proposed Hybrid Method for Wind Power Forecasting 

Fig. 1 shows the schematic diagram of the proposed hybrid method for hour-ahead wind 
power forecasting based on the FA network combined with the WT. The forecasting 

procedure is explained as follows: 

  
 
 
 
 
 
 
 
 
 
 
 
 
 

 

 

Step-1: Hourly input data of wind power (WP), wind speed (WS), wind direction (WD), and 
temperature (T) are first decomposed using WT. 
Step-2: The individual decomposed wind power signals (A3, D1, D2, and D3) along with 
WS, WD, and T data are then fed into FA network. 
Step-3: The output components of the FA network are the individual forecast of decomposed 
approximation ( A

ˆ
3) and detail signals ( D

ˆ
1, D

ˆ
2, and D

ˆ
3), which follow the process of 

wavelet reconstruction as shown in Fig. 1 in order to produce the final wind power forecasts. 

3    Numerical Results and Discussions 

To evaluate the effectiveness and forecasting performance of the proposed WT+FA 
model, the results are compared with other SCMs such as BPNN, RBFNN, ANFIS and FA, 
and also with the combination of wavelet and these SCMs. The principal statistics used to 
evaluate the performance of the proposed model is mainly measured by using mean absolute 
percentage error (MAPE) defined as: 
 

 

 

 

 

Fig. 1. Schematic diagram of the proposed hybrid WT+FA model for wind power forecasting. 
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where N=24 for daily wind power forecasts, N=168 for the weekly wind power forecasts, 
WPt

true  is the actual wind power in hour t, WPt
forecast  is the predicted wind power for that 

hour. 

 

 

 

 

 

 

 

 

 

The daily and weekly MAPEs demonstrate the superior predicting performance of the 
proposed hybrid WT+FA model over the persistence method, individual SCMs, and 
WT+SCMs. Forecasting short-term wind power with a higher rate of accuracy is extremely 
important for the power system operators as they face challenges associated with fluctuating 
wind power production with the increasing installed wind power capacity. Based on the 
presented simulation results, the proposed forecasting framework demonstrates a significant 
improvement over other tested alternatives. 
 

4    Conclusions  

The presented work contributed to alleviate an important problem of wind power production 
forecasting as the test results obtained through the simulation demonstrate that the proposed 
hybrid intelligent algorithm is significantly accurate, efficient, robust and performs well in 
multiple seasons. The future work would be interesting to carry out uncertainty associated 
with wind power forecasting. 
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ABSTRACT 

This paper presents a short-term wind speed prediction techniques based on combination of 
adaptive neuro-fuzzy inference system (ANFIS) and similar days (SD) method, which 
considers similar historical weather information corresponding to the forecasting day in order 
to evaluate similar wind speed days. The prediction capability of the proposed hybrid 
SD+ANFIS model is demonstrated by an comparison with a benchmark persistence method, 
other soft computing models (SCMs) and hybrid models as well. The test results demonstrate 
that the proposed SD+ANFIS model provides a considerable improvement of the forecasting 
accuracy compared to other models especially it shows an improvement in the forecasting 
error of an individual ANFIS model by up to 48% through the application of the SD method.  

1 Introduction 

Wind represents a clean and sustainable source of energy and is in abundant supply. 
However, the increase in wind power penetration requires a number of issues to be addressed 
including wind forecasting and power output, market integration, power system stability and 
reliability, etc.[1].  Accurate wind speed forecasting is beneficial for wind plant operators, 
utility operators as well as utility customers.  Several methods are reported in literature for 
short-term wind speed forecasting, which are found in [2],[3]. 

This paper describes short-term wind speed forecasting approaches by considering 
various SCMs individually, and the combined approach of a SCM and similar days (SD) 
method. The SCMs considered in this paper are backpropagation neural network (BPNN), 
radial basis function neural network (RBFNN), and ANFIS, and the combined approaches are 
termed as SD+BPNN, SD+RBFNN, and SD+ANFIS. It is emphasized that though the 
performance of seven different forecasting models are explored in the paper, this paper 
introduces SD+ANFIS as the main proposed short-term wind speed forecasting model. 

2 Description of Similar Days and ANFIS 

2.1 Similar Days Method for Wind Speed Forecasting  

The basic principle of the SD method is to match historical with similar properties to that of 
the forecast day [4]. Fig. 1 shows the flowchart of forecast process based on SD. In the 
context of wind speed similarity, minimum-distance Euclidean criterion (||EN||) is adopted in 
this paper in order to evaluate the similar wind speed days corresponding to the forecast day 
[4], where wind speed, wind direction are taken into consideration during the SD selection 
process.  
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                               Fig.1. Forecasting process based on SD method. 
2.2 Adaptive Neuro-Fuzzy Inference System  

ANFIS is a class of adaptive multilayer feedforward networks, which are applied to nonlinear 
forecasting models. ANFIS incorporates the self-learning ability of neural network with the 
linguistic expression function of fuzzy inference[5]. The five-layered ANFIS model is as 
shown in Fig. 2. Note that the SD method is combined with ANFIS model making an 
integrated forecasting model as SD+ANFIS. Among different individual and integrated 
SCMs implemented in the paper, this paper focuses on the SD+ANFIS technique as the 
proposed wind speed forecasting model. 

                                       
                                    Fig.2. Architecture of the ANFIS model. 
 

2.3 Numerical Results and Discussions 

The forecasting approaches were tested using the real data of North Cape wind farm located 
in the PEI, Canada. Table I presents results obtained from all the chosen forecasting models 
and the results are compared with the persistence method, which is used as a benchmark for 
comparing other methods for short-term wind speed forecasting. With the application of 
SD+SCM, the errors are greatly improved as it can be observed in Table I that when SD is 
combined with ANFIS, the MAPE value is found to be lower (7.65%) than that of single use 
of SD (14.82%) and ANFIS (12.85%) in winter. So, with an introduction of SD into ANFIS 
model, the SD+ANFIS output resulted into an improvement in error by 40.46% over the 
ANFIS model. The MAPE values obtained from the SD+ANFIS demonstrate that there is a 
large improvement in error approximately in the range of 40%−48% in all the seasons over 
the direct use of ANFIS model only. In order to demonstrate the prediction capabilities of the  
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   Table I 

 
considered models, Table I also presents MAE and RMSE values for all the test cases. It is 
observed that the MAE and RMSE errors of low values are obtained from the SD+SCM 
models. In all the test cases, through the application of SD method into SCM, SD+SCMs 
outperform the direct use of a single SCM and compare favorably well over the persistence 
method. The reason of using 24-hour prediction by repeating 1-hour predictions is to deliver 
1-hour-ahead forecast with the look-ahead time of 24 hours. Power system operator requires 
different length of forecasting horizon for operation of interconnected power systems.  
Forecasting short-term wind speed with a higher rate of accuracy is always a major concern 
for the power system operator. This paper contributes to alleviate the major problem of short-
term wind speed forecasting in which the proposed prediction model based on ANFIS 
combined with SD method is applied to forecast 1-hour-ahead wind speed output of a wind 
farm.  

3.3 Conclusions  

This paper presented soft computing approaches for predicting short-term wind speed. The 
performance of the BPNN, RBFNN and ANFIS models were explored with and without 
integration of similar days method. The interaction between wind speed and other weather 
parameters such as wind direction and temperature were taken into consideration in the wind 
speed forecast process. The test results obtained for 1-hour-ahead forecasts confirm that the 
proposed wind speed forecasting algorithm based on ANFIS combined with the similar days 
method is capable of transforming the historical numerical weather data into wind speed 
predictions of higher accuracy.  
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Abstract: 

The challenge of modeling multiphase flow phenomena in geological formations such as oil and 
natural gas reservoirs is often hindered by a lack of critical information at the microscopic level. 
The Heterogenous M ultiscale M ethod ( HMM) provides a  promising w ay of i ncorporating 
microscale physical models in a macroscale continuum fluid model with minimal computational 
cost. The current study develops a framework for realizing large-scale parallel implementation of 
a s tochastic s imulation o f single p hase flow in a  p orous media co upling microscopic network 
models w ith a  continuum finite volume model for single phase flow.   Results indicate that the 
iterative c oupling a lgorithm may benefit from a  data d ecomposition s trategy t hat incorporates 
parallel linear solvers. 
 
1.  Introduction 
The immediate and paramount need to understand the long t erm safety o f carbon sequestration 
drives the development of high resolution simulations of carbon storage in the various geological 
formations.  The Heterogeneous Multiscale Method developed by Chu et al (2011a, 2011b) is a  
promising framework to realize stochastic multiscale simulations.  In their work, they discretized 
the continuum scale mass conservation equations for s ingle phase flow using the finite volume 
method a s s hown in F ig 1, w ith fluxes o btained by solving a  microscale network model.  T he 
iterative co upling between t he microscale a nd macroscale models r esults in t he solution o f t he 
coupled equations 

 
Fig 1: Iterative coupling between the microscopic & ma croscopic models 
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Macroscale           Eq. 2 
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which r educes t he pr oblem t o that of s olving multiple linear s ystems o f e quations a t t he 
microscopic level ( Eq. 1) , a nd us ing t heir de rived flux values t o assemble an d s olve t he 
macroscopic p ressure eq uation ( Eq. 2 ) i n an iterative manner t o obtain s uccessive 
approximations of the macroscopic pressure. 
  
 The i nherent r andomness o f s tatistical d ata t o g enerate microscale m odels render 
individual deterministic models to be of very limited use for risk assessment. We extended this 
multiscale mo del to stochastic framework to assess probable outcomes. We replaced he coupled 
equations E q.1 & E q. 2 by a sequence o f random simulations w ith r andomly g enerated 
conductance m atrix s ystems at the m icroscale.  The heavy co mputational co st o f a s ingle 
multiscale s imulation in t he s tochastic framework required an ef ficient p arallelization o f t he 
multiscale algorithm which avoids communication when solving the microscale network models.   
 
2.  Experimentation: 
 

We hypothesized t hat t he macroscopic p ressure distribution w ould a lso r esult in linear 
distributions.  T o t est this hypothesis, w e r an 1 0 s tochastic s imulations, ea ch w ith 1 00 
deterministic simulations on a porous media system with no source terms and linear conductance 
models on a 20x20 2D rectangular lattice.  Spatial histogram bins for the stochastic solution were 
chosen o n t he same o rder of t he spatial d iscretization. We a lso examined t he scalability o f the 
parallel algorithm by t esting its performance 100 t imes on a shared memory system w ith eight 
cores. We predicted that linear speedup should be achievable up to the number o f cores on the 
machine.   
 
3. Results 
 Figure 2  illustrates t he ap parent co nstant p ressure g radient at  t he macroscale r esulting 
from an as sumed linear co nductance model a t the microscale.  T his linear g radient is 
independent of the chosen throat radii distributions at  each spatial location.  As predicted, there 
is little deviation from the Darcy model at the macroscopic level. 
 

 
Figure 5: Stochastic solutions of macroscopic pressure. Colors show the probability of macroscopic pressure 

 
Figure 3 shows the results of parallel implementation of the multiscale simulation without 

parallel linear solving.  The results indicate that despite After testing 100 implementations of the 
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parallel multiscale a lgorithm, it is ev ident t hat linear s calability w as not ach ieved.  F urther 
testing is necessary to determine the exact cause of the slow down in the algorithm. 

 
Figure 6 – Parallelization of the multiscale algorithm does not result in perfectly linear speedup. 

 
4. Conclusions 
 
 Stochastic s imulations o f t he multiscale a lgorithm w ith linear co nductance at  t he 
microscale resulted in a nearly linear pressure gradient at the macroscopic level, independently 
of the throat radii distributions at the microscopic level.  Furthermore, the stochastic framework 
appears t o b e a g ood v isualization t echnique for an alyzing t he r esults o f multiple r andom 
simulations. 
 
 Parallel implementation of the stochastic algorithm that avoids parallel linear solves does 
not r esult in t he expected l inear speedup.  P ossible sources o f d eficiencies include p arallel I O 
operations in t he microscale s tiffness matrix as sembly p rocess, a nd CPU occupancy by o ther 
processes running on the same machine.   
  
  The s imulations a bove have d emonstrated the us efulness o f s tochastic s imulations o f 
multiscale single phase steady state flow through porous media.  Chu et al (2011b) developed a 
method to incorporate stable two phase displacement using network models.  We propose the use 
of microscale models t o s imulate v iscous a nd capillary fingering in a  network m odel a nd 
incorporate it in a multiscale simulation. 
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ABSTRACT 
Reduction of energy consumption in the Information and Communication Technology (ICT) 
area has attracted the attention of the research community. It is important to study heuristics 
that can be used in energy-efficient protocols and applications. In this paper, the problem of 
reducing power consumption for P2P networks is studied as an application of the well-known 
Minimum Set Cover problem for which a new minimum set cover heuristic, called Random 
Map Out (RMO) is implemented, evaluated, and compared against the popular Greedy 
heuristic. Our hypothesis is that P2P file sharing networks have redundant files. Therefore, 
redundant files shared by P2P nodes can be powered down to save energy. Our challenge is 
to identify the nodes that are redundant and powered down these nodes without disrupting file 
availability. Experimental evaluation showed that RMO has more nodes available and 
significantly less amount of processing (i.e., number of file comparisons) than the Greedy 
heuristic for distributed case.  
1 Introduction 

Reduction of energy consumption in the Information and Communication Technology 
(ICT) area has attracted the attention of the research community. Because power 
consumption from ICT can be attributed to computers and data centers it is important to study 
heuristics that can be used in energy-efficient protocols and applications. In particular, it is 
interesting to understand how future application architectures such as P2P networks can 
provide energy-efficient heuristics that allow the resources (i.e., files) provided by their nodes 
to be available but still maintain reduce network power consumption [1][3][7].  

Figure 1 shows an example P2P network showing redundant P2P nodes. The five nodes 
shown in Figure 1 are sharing files identified with letters. For example, node 4 is sharing the 
three files named u, v, and w. The files shared by node 3 are shared by node 2, and the files 
shared by node 5 are shared by nodes 2 and 4. Thus, nodes 3 and 5 are redundant [8][9]. The 
contributions of this investigation are twofold. The first one is a novel study on how to enable 
power management in P2P file sharing nodes viewing power management as a Minimum Set 
Cover problem. The second one is a new heuristic for the Minimum Set Cover problem called 
Random Map Out (RMO). RMO was developed and evaluated experimentally showing a 
comparable Minimum Set Cover size as the Greedy well known heuristic. Additionally, when 
compared to the Greedy heuristic, RMO can be more easily distributed among the nodes of a 
P2P network. 
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2 A Model for P2P Power Management 

The Minimum Set Cover problem is defined as the minimum number of sets (called a cover) 
from a collection of input sets. The union of the sets that belong to the cover must contain all 
the elements of the universe and the input sets are subsets of the universe [2][4][5][6]. 
The Minimum Set Cover problem can be a mapping to P2P power management. Given 
universe U and a collection S of subsets of U, a set cover is the sub-collection C contained in 
S whose union is U. The Minimum Set Cover is the C with the fewest number of subsets. 
Using this model for P2P power management we have: 

• Subsets of S are the P2P nodes. 
• Shared files are the elements of U, thus a file is an element of U. 

Therefore, the Minimum Set Cover, C, is the subset of P2P nodes that must be powered-on so 
that at least one instance of each file (each element in the universe U) is shared or available. 

The Greedy heuristics is well-known solution for the Minimum Set Cover problem 
[2][10][13]. We compared Greedy to a new heuristic for set cover that can be distributed and 
used in networks with a reduction in processing is proposed as the new Random Map Out 
(RMO). The most important step of the RMO heuristic is to determine if a given set from th 
input belongs to the set cover or solution. In the RMO heuristic all sets are initially assigned 
to the set cover. Therefore, when the RMO heuristic determines that a set does not belong to 
the solution, it will remove it.  The sets in the output are a minimal cover. Each node 
independently and randomly executes the distributed RMO heuristic.  
  

3 Performance Evaluation 
The performance evaluations of the RMO and Greedy heuristics require the definition of 

metrics. There are two performance metrics of interest for Minimum Set Cover heuristic: 
1. The size or cardinality of the resulting minimal Minimum Set Cover.  
2. The computational complexity (i.e., the running time or processing time for the 

minimum set cover).  
The set cover size corresponds to the number of nodes that should remain powered-on so 

file availability is not affected and the computational complexity corresponds to the number 
of element comparisons required to achieve a minimal set cover [11][12].  

Overall, a set cover heuristic is better, if it has significantly fewer comparisons (i.e., at 
least 50% fewer comparisons), and roughly the same set cover size. The observations of the 
results from all experiments are as follows.  

• RMO is better as the ratio of elements per set ( ) increases. 
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• RMO is better for networks with uniform or slightly peaked file distribution. 
• RMO has M times fewer comparisons with M processors and Greedy does not have a 

reduction in comparisons. 
• Greedy is better for networks with highly peaked file distribution and the ratio of 

elements per set decreases. 
4 Conclusions  

P2P power management was investigated as a set cover problem. It was experimentally 
shown that the RMO with respect to M (total number of sets) has more sets in the cover a 
cover and significantly less number of comparisons. The set cover approach to P2P networks 
is a promising direction for power management and can result in significant energy savings 
by enabling redundant nodes to power down. 
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ABSTRACT 

The motivation to design energy e fficient buildings i s in creasingly le ading to complex and 
finely optimized ventilation and heating/cooling systems in buildings. While it is well known 
that commissioning is one of the most cost-effective means of improving energy efficiency in 
commercial b uildings, t he B uilding A utomated S ystem ( BAS) can  b e u tilized further t o 
optimize t hermal p erformance a nd g enerate en ergy s avings. The E nvironmental D efense 
Fund (EDF) and University of Texas at El Paso (UTEP) partnered together to place a Climate 
Corps f ellow to w ork w ith the F acilities Services Department a t UTEP to identify energy  
consumption patterns and generate cost effective energy savings. The Environmental Defense 
Fund (EDF) Climate Corps Fellowship program is designed to train business, environmental 
management and engineering graduate students and place them in businesses and universities 
across the c ountry t o i dentify cost ef fective en ergy s avings. This p aper p resents t he EDF 
Climate Corps Public Sector fellow’s recommended energy efficiency projects that identified 
a total of $361,037 in annual energy cost savings at UTEP. This represented an approximate 
18% annual r eduction in e nergy co sts for the uni versity. I n ad dition, t he p rojected 
632,087kWh saved annually is equivalent to powering 54 residential homes and the 436 tons 
of carbon emissions saved is equivalent to taking 86 SUVs off of the road each year.  
 
1 Recommended Energy Efficiency Projects 
 
Heating, Ventilating and Air Conditioning (HVAC) systems account for more than half of the 
energy consumption of a u niversity and lighting consumes another twenty percent [1]. While 
the facilities’ team at UTEP is working on the installation of an energy dashboard with smart 
meters, a  B uilding Automated S ystem is c urrently being ut ilized t o m onitor the e nergy 
consumption across the campus. There were three distinct projects that analyzed the current 
status and further recommendations were proposed to reduce energy consumption.  

 
1.1 Lighting Upgrades 

 
Initially, UTEP has several buildings in which upgrades to the lighting systems can pay off in 
operational co sts over a s hort time p eriod.  T hese facilities u tilize high-energy light bulbs 
which if converted to lower wattage consuming devices, can save 557,450 of kW per year at 
an annual savings of $36,234/year.  With a cost of $179,700 to replace the lighting fixtures, it 
is estimated that the average payoff on this investment is 5 years.  

 
The following lighting projects as shown in Figure 1 were studied to determine the impact of 
replacing t he existing fixtures with h igh efficiency L ED l ighting. Respectively, t he 
approximate installation costs and payback periods are illustrated. 

Energy Efficiency and Conservation: 
A Case Study at the University of Texas at El Paso 

 
O. Moreno1, H. Taboada1, and J. Villalobos2 

1Industrial, Manufacturing and Systems Engineering, Graduate Research Assistant,  
El Paso, TX 79968-0521, USA; ocmoreno@miners.utep.edu, hataboada@utep.edu 

2Jorge A. Villalobos, Director, Facilities Services javillalobos@utep.edu  
 

Keywords: HVAC, Building Automated System, Chill Water Consumption 

SESES 2012--020 
 

mailto:ocmoreno@miners.utep.edu�
mailto:javillalobos@utep.edu�


 
 
 
 

 
Fig.1. Proposed lighting upgrades 

 
If all o f the lighting upgrades are completed, the total savings can generate 557,450 kWh per 
year in e nergy savings a nd $36,000 per year in p otential s avings. The investment co sts ar e 
relatively high for this project, $179,700, but the average payoff is in five years.  

 
1.2: Pre-cooling and Bottling Up Experiment  

 
In terms o f energy use, faulty o r improperly co mmissioned controls o r sensors can result i n 
heating and cooling systems running simultaneously or when not needed at all, which greatly 
increases en ergy co nsumption and co sts [2, 3]. A s tudy by  Grigg a nd S later [4] found that 
proper i nstallation a nd c ommissioning of  b uilding c ontrol systems can  r educe the en ergy 
consumption by 15–20%, and a study by Mills et al. [5] identified commissioning ( including 
retro-commissioning for older buildings) as one of the most cost-effective ways of improving 
energy efficiency in commercial buildings, with savings of $18 billion/year across the United 
States. There was a strong interest by the facilities team to determine if there was a low to no-
cost s olution t o m anage t he co sts of t he ad ditional loads on the e nergy d emand w ith t he 
expansion of the campus. The issue that was being addressed was whether by pre-cooling a  
building on  t he of f-peak hours, the b uilding t emperature and c onsequently t he chill-water 
consumption w ould dr op e nough dur ing t he pe ak h ours to c reate a  s avings in c hill-water 
utilization. 
 
Figure 2 is a g raph o f t he ch ill w ater u se i n t he F oster-Steven’s ba sketball c omplex.  T he 
Baseline curve is the average ton-hr. utilization on the BAS of the building for the week prior 
to the experiment.  The day 1 and day 2 curves reflect the two different experiments days that 
were performed.   

 
Fig.2. Ton-Hr. Utilization of the Foster-Stevens Building 
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If a  r ough estimate i s u tilized o n a ca mpus w ide s cale, an d it is as sumed b ased o n t hese 
experiments, b etween 5 -10% r eductions in c hill w ater u tilization is feasible w ith t he 
modification of the building automation systems. This project would generate instant savings 
since no upfront costs are required and it could generate at least $188,000 in savings campus 
wide. 
 
1.3 Project 3: Evaporative Pre-cooling Units Installation 
 
In the t hird e xperiment, the o bjective w as t o d etermine t he impact of n ot h aving a n 
evaporative pre-cooler upstream of the co ld deck.  Figure 3 below illustrates the baseline in 
the C ollege o f H ealth S ciences w ith e vaporative p re-cooling u nits installed a nd t he 
experimental day they were turned off to generate the savings. It is believed that if this t ype 
of system is p laced in s trategic, large buildings like UGLC, L ibrary, Engineering, B iology, 
there is a potential for lowering the chill water consumption by at least 8% per building. 
 

 
Fig.3.Evaporative Unit Test in the College of Health Science 

 
Conclusions 
 
The Climate Corps Public Sector fellow identified a t otal of $361,037 in annual energy cost 
savings at UTEP. In addition, the projected 632,087kWh saved annually is enough to power 
54 residential homes a nd t he 436 tons o f c arbon e missions saved is e quivalent to taking 86 
SUVs off of the road each year. Through the implementation of the recommended, quantified 
energy e fficiency p rojects, UTEP could s ee an  es timated 18% reduction in t heir a nnual 
energy costs. 
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ABSTRACT 

Recently, New Mexico Department of Transportation (NMDOT) has designed a pavement 

section on I-40 (MP 141) using Mechanistic-Empirical Pavement Design Guide (MEPDG).This 

section is going to be instrumented during Spring 2012. The purpose of the instrumentation is to 

find out stress-strain at different layers and depths of the pavement under real traffic.  To this 

end, this study determines the stress and strain behavior of the instrumented pavement section 

under traffic loading using commercial finite element software ABAQUS.  

 

 
 

Fig. 1. The profile of the I-40 EB Fig. 2. Von-Mises Stress 

 

 
 

Fig. 3. Vertical stress (Left) and vertical strain (Right)                    
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Fig.4. Horizontal stress (Left) and strain (Right) 

 

 

 

 
 

Fig. 5. a) Instrumentation plan view b) Instrumentation profile 

 

1 Introduction 

The section in Fig. 1 has four layers. The top layer is Asphalt Concrete (AC) of thickness 11.125 

in. Then there is 6 in. crushed stone base layer. The Process Place Compact (PPC) is an 8 in. 

thick layer placed on the top of the natural soil. The modulus and the Poisson’s ratio are taken 

from the available literature
[1],[2]

. These values are typical for these types of materials. The 

modulus of the AC layer is 4350 ksi, of the base 72.5 ksi, of the PPC 20 ksi and of the natural 

soil is 10 ksi. The Poisson’s ratios are 0.35, 0.4, 0.4 and 0.45 respectively. 

2 Numerical Analysis 

Numerical analysis is conducted to get the best geometry of the instrumentation plan. The 

pavement is modeled with finite element software ABAQUS. The asphalt concrete (AC), the 

crushed stone base and the process place compact (PPC) are modeled as linear elastic media. The 

tire-pavement system is modeled using 2D axis-symmetric mesh. No lateral displacement at the 
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edges of the pavement, no vertical displacement at the foundation and no slip between layers is 

assigned as boundary conditions. The profile is shown in Fig. 1. The von-Mises stress is shown 

in Fig. 2. It shows the failure potential zones. Three zones are identified, the bottom of the AC 

layer, loading zone and adjacent to the wheel. Fig. 3 is the contour plot of the vertical stress and 

strain. The vertical stress is compressive just below the wheel. Far from the wheel it is tensile. 

This indicates the compressive stress is very low below the AC layer. The vertical strain is very 

close to the wheel. It has physical sense that the top down crack start from the adjacent of the 

wheel. Fig. 4 shows the horizontal stress and strain. It is same for both longitudinal and 

transverse directions.  The horizontal tensile stress is the maximum at the bottom of the AC layer 

(Fig. 4). The repeating traffic loads cause fatigue failure at this point. Just below the tire the 

stress is compressive and the highest in magnitude. The horizontal elongation starts at the bottom 

of the AC layer and propagate beneath the layer.  

3 Instrumentation Plan Based on ABAQUS Results 

The detailed instrumentation design is shown in Fig. 5. As the horizontal strain is the highest at 

the bottom of the asphalt layer as in shown Fig. 4.  we put 12 Horizontal Asphalt Strain Gages 

(ASG), 6 in transverse direction and 6 in longitudinal direction.  This horizontal strain is a 

critical parameter to characterize fatigue performance. To get the deflection in AC layer 8 

Vertical ASGs are used. Three Earth Pressure Cells (EPC) are supposed to reflect the vertical 

pressure on top of subgrade, top of PPC, and top of base. These pressure values are linked to the 

rutting prediction. Fig. 3 shows the vertical stress become constant below the AC layer. So, the 

three EPCs should give almost same result. Environmental variation like moisture and 

temperature variation is to be monitored. How the responses vary with moisture and temperature 

is to be correlated. Axle sensing strip is used just before the instruments to get the wheel wander. 

The Weigh-in-Motion is installed after the instruments to get the traffic configurations. 

4 Conclusions 

The critical locations of stress and strain follow previous study and expected locations. The 

maximum horizontal tensile stress is 56.9 psi which occurs at the bottom of the AC layer. The 

corresponding horizontal strain is 8.9µε. These values are same both longitudinal and transverse 

direction. The vertical stress is 70 psi at the top of the AC layer, 11.5 psi at the top of base and 

10.5 psi at the top of PPC layer and 2.3 psi at the bottom of the base. The vertical strain at the 

bottom of the AC is 9.8 µε and at the bottom of the base is 45 µε and at the bottom of the PPC is 

43 µε. The instrumented section is designed to verify all these responses. 
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ABSTRACT 

Currently, Hot Mix Asphalt (HMA) concrete permeability is determined in the laboratory 
using cylindrical samples of 4 in. and 6 in. diameters. Permeability is calculated based on the 
assumption that the flow paths are vertical by restricting any water flow laterally.  But the 
number of vertical flow path depends on the sample size or diameter. To this end, this study 
develops a procedure to find the sample size effect on the laboratory permeability value. In 
the analysis, distributions of voids on vertical and horizontal surfaces are assumed to be 
uniform. As a first step, an equation relating effective and total air void is established with 
few coefficients. In the second step, a method is developed to determine those coefficients 
and use them to determine 3D permeability. 
      
  

Introduction 

The voids in HMA can be divided in three categories: continuous, discontinuous and isolated 
[1]. Permeability occurs due the continuous voids only. Water flows through all permeable 
voids in a 3D field case.  In general, field permeability differs from laboratory measurement 
of permeability. This is because, during laboratory 
testing, water flows in vertical direction only as 
sides of the sample are confined. Many researchers 
tried to correlate these two measurements depending 
on the experiments [2]. In this paper, we tried to find 
theoretical relations between 3D permeability and 
permeability measured in the laboratory.  The flow 
lines are considered cylindrical with uniform cross 
section in permeability calculation.     

Theory 

If y% of the side area are voids among which x% do 
not continued from top to bottom face, then amount of inactive voids (green lines in Fig. 1) 
can be calculated by, 
 

               
      

     
               

 
If the top surface has Va % air voids, then effective voids (red lines in Fig. 1) can be 
expressed as, 
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Then the distribution of effective voids over the circular area in percent is, 

     
    

 
    

    

    
             

 
Or, 

     

  
 

   

    
 

 

  
                 

 
A plot of Eq. (4) is shown in Fig.2 (assuming c=1) Eq. (4) shows an inverse change in 
effective void distribution with radius of the sample. This indicates that change in effective 
voids distribution decreases with radius. For 
smaller radius, the change is significant, but the 
change is negligible for higher radius. It 
indicate that the larger the radius of the 
laboratory sample, the smaller the difference 
between the laboratory permeability and the 
field permeability. When radius tends to 
infinity, it represents completely the field 
sample and the change in effective void 
distribution is zero.  
For a specific asphalt mix, c should have a 
constant value. In next sections, proposed 
method for determining neff as well as c is described. 

Method 

Instrumentation 

Fig.3 shows a schematic view of the instrument.      

  

 
 
 
 
 
 
   
 
 
 

 

Procedure 

Step-1: All bulbs are closed. Clean water bulb-2 is opened for about 30 minutes for 
saturation. Bulb-2 is closed. Data acquisition system is switched on. Bulb-1 is opened. Water 
with chemicals will enter in the sample. Sensor-1 will send signal to data acquisition system 
and a stopwatch at data acquisition system will start automatically. When this water will 
reach at exit, sensor-2 will send signal to data acquisition system and the stop watch will stop 
automatically and the time is recorded. More sensors at the exit and taking time average with 
give more accurate results. 

dn
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r 
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Fig.3. New device to measure effective air voids in HMA 

Fig-2. Change of Effective void 
distribution with radius 
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Step-2:  Discharge Qreal (cm3/s) is 
measured, using constant head method. 
 

Calculation 

Real velocity of the water inside the 
sample is, 
  

 

 
  …………………….(5) 

Here,  
L= length of the sample.  
t= time from the data acquisition system. 
If the total cross section area of the 
sample is free for water flow, then 
discharge will be, 
             ……………………….(6) 
But in practical, most of the area in the section is occupied by solids and we have a small area 
free for water flow. Let the actual area occupied by permeable pores is Aeff. 
Then actual discharge will be  
                                   ……………………(7) 
=>  

     
 

 

    
 

   

      
 

  

    
 

 

    
 

Or,                        
     

 
………………………..(8) 

Here, Qreal is measured in step-2 and Q is calculated from equation (6). Hence effective void 
distribution can be determined. Here, i  = hydraulic gradient for each capillary tube and p and 
q are number of tube corresponding to laboratory and field testing respectively.     

6˝ sample is tested first for neff then a 4˝ core cut from the 6˝ is tested. The constants Va and 
xy can be determined solving two equations obtained from equation (3) for two neff values. In 
field, assuming all capillary tube has same discharge and head loss, 

                                                  

From equation (7 ) and (9) 

                  
  

    
                    

Summery 

Effective void ratio changes with radius, and can be determined using the test method 
described.  Using equation-3, total permeable void ratio can be determined. Then actual 
permeability can be obtained using equaton-9.No laboratory test was performed to validate 
the theory.  So, experiments and numerical simulations can be done in future to determine the 
actual field permeability. 
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ABSTRACT 

The thermoelectric effect is the conversion of temperature differences to electric voltage and 
current, and vice-versa (Peltier-Seebeck effect)[1]. With the development of new technologies in 
the area of thermoelectrics, a great part of the wasted thermal energy in power plants is being 
converted to electricity under this principle.  
Many efforts have been made on the research of the thermoelectric effect for power generation.  
For instance, Love et al. [2] tested several thermoelectric devices on a bench-scale thermoelectric 
heat recovery system that simulated automotive exhaust. Overall, thermoelectric efficiencies 
remain well below 10% prompting the use of thermoelectrics for other means such as sensor 
devices.  
By characterizing and testing wireless thermoelectric sensors, the temperature on the surface of a 
gas turbine blade can be determined, and consequently, a better control of the temperature inside 
a gas turbine can be achieved. Knowing the temperature at several locations inside a gas turbine, 
the mechanical design and selection of the materials used can be improved and the overall 
efficiency of the system can be significantly increased. This paper presents the wireless 
transmission applicability of a linear Hall sensor for this application. The results obtained in this 
study will serve as the basis of further experiments with thermoelectric devices and 
thermoelectric-coated turbine blades.  
 

1. Experimental Methodology 

Thermoelectrics, capable of inducing a continuous current through a ring loop, create a magnetic 
flux in a direction perpendicular to the current. This magnetic flux can be computed analytically 
using the Eq. (1): 
                                                                   φ = !!  !!!/!                                                        (1) 
            
Magnetic flux is proportional to the temperature on the surface of the substrate. With this 
information, the thermoelectric coating can be used as the signal transmitter and a wireless 
receiver can be developed. In order to establish the relationship between magnetic field, output 
voltage and current, the principle of the Hall-effect was considered. In general, the Hall-based 
sensing device produces an electric signal when exposed to a magnetic field. The linear current 
sensor monitors the magnetic field created by a current flow [3]. In this study, a 5 mV/Gauss 



                                                                SESES 2012--023 
	  

	  

2
	  
	  

	  

ratiometric linear analog Hall effect sensor [4] for high temperature operation (~150 °C) was 
used. The ratiometric output voltage of this type of sensor is set by the supply voltage (5 Volts) 
and varies in proportion to the strength of the magnetic field. In this case, at initial conditions 
(when no external magnetic field was present), the output voltage was equal to one half of the 
supply (2.5 V). 
In order to prove the practicality of the hall-effect sensor in this application, the magnetic field of 
a moving electromagnet was tested. For this experiment, a 22-gauge magnet wire was wrapped 
around a plastic core and the output voltage was recorded. A continuous current of 4.3 Amperes 
was supplied to the electromagnet attached to a moving pendulum (see Figure 1). The hall-effect 
sensor (signal receiver) was placed 1.3 cm away from the electromagnet. The output voltage 
values were obtained and recorded using LabVIEW and the resulting graphs were plotted. 
The noise of the analog signal was obtained through LabVIEW and was filtered. A Discrete 
Fourier Transform (DFT) function was used in order to convert the signal from the time domain 
to the frequency domain. Evaluating 1,630 samples the DFT algorithm allowed the discretization 
of the original signal into the spectrum where the full range of frequencies of the input signal 
was revealed. The cutoff frequency and bandwidth were determined by the lowest allowable 
frequency (frequency of the pendulum) and the third highest frequency obtained. These values 
were 1.7 Hz and 20 Hz, respectively. Using this function, 60% of the noise was filtered and the 
signal was converted back into the time domain to get the filtered original signal, without 
compromising fidelity.  
 

2. Results 

The results obtained from the study are shown in Figure 2. The graph shows the relative output 
voltage recorded in the first fifteen seconds as the pendulum was activated. The moving coil 
showed a periodic pattern. The maximum and minimum Vout values obtained were 2.57 and 2.49 
V, respectively.  
Figure 3 shows the filtered signal obtained using the Discrete Fourier Transform function. The 
spectrum of the frequencies showed its first peak at ~2 Hz, the same value as the pendulum’s 
frequency. Each peak in the graph displays a similar pattern except for small disturbances caused 
by vibrations and external noise. Further investigation is required with the addition of 
temperature as a new parameter. Adding heat to the system, the amount of the output voltage 
generated will be then correlated with the temperature gradient. From this information, the final 
temperature obtained at the surface will be computed due to the proportional relation of the 
electromagnetic field produced and temperature.  
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                          Fig. 1. Schematic diagram of experimental setup 

                                                       
Fig. 2. Relative signal intensity vs time 

                                  
Fig. 3. Comparison of filtered and non-filtered signals 
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ABSTRACT 

 
The stable oxide of gallium, β-Ga2O3, is a wide band gap material. The Gallium Oxide 

(Ga2O3) thin film was deposited on Si and quartz substrate. The Gallium Oxide, which was made 
from a sintered powdered target by a RF sputtering magnetron system, was sputtered using Ar+ 
as the sputtering gas. The deposition was done by varying the temperature from Room 
temperature C. The characteristic analysis of the samples was done by using X-ray 
Diffraction (XRD) and Scanning Electron Microscope (SEM). X-ray Diffraction on

C has been performed since the samples at lower temperature did not give 
any peaks. SEM analysis was also performed on all sample

C. The Optical characterization was done on the 
quartz substrates like absorption and transmittance parameters.  

 

1 Introduction 
The development of new and more efficient materials for gas sensing is a challenge as the 

demand for these devices continues to grow. Metal Oxides such as TiO2, Ga2O3 have gained a 
great deal of interest in the science and technology communities. The current applications of 
Ga2O3 include luminescent phosphors, gas sensors and deep – ultraviolet transparent conductive 
oxides (deep – UV TCO). It also has application in solar cells. Oxygen sensors are used in 
monitoring and controlling systems of waste gases like - nitrogen oxides, carbon mono-oxide, 
combustion engines and chemical processes, etc. Pure Ga2O3

C so sensors with higher responses and lower operating 
temperatures can be obtained. We can also detect other gases by controlling the operating 
temperature. 

 

2 Experimental 

2.1 Characterization of the deposited film 

 The gallium oxide thin films were prepared by depositing gallium oxide on Si substrates 
by RF-magnetron sputtering. The gallium oxide target was prepared by sintering gallium oxide 
powder. Thin films of about 1.5µm thickness were deposited with gallium oxide using Ar as the 
sputtering gas at an RF power of 100W at a sputtering pressure of 1.9x10-2 

C by keeping the sputtering time constant for 
30min. Composition and crystallinity of the deposited films were analyzed by XRD and SEM. 
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2.2 Results and Discussion 
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3 Results and Conclusion  
Ga2O3 was fabricated using sputter deposition at various temperatures from room 

tempera
C. The structural and optical properties of the materials have been 

studies using XRD and SEM. The results show that Ga2O3 is a good material for oxygen sensing 
at higher temperatures.  
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ABSTRACT 

 
 Thermal b arrier c oatings ( TBC’s) a re c eramic co atings t hat a re u sed extensively on 
turbine c omponents t o pr otect t he c omponents f rom the h arsh s ervice environments.  Current 
TBC’s that are used in industry are comprised of 8% yttria-stabilized zirconia (YSZ).  Advanced 
turbine technology is pushing for higher temperatures to increase efficiency and the current TBC 
technology a lso needs to be modified.  Yttria-stabilized hafnia ( YSH) is being researched to 
compensate for the increase in high temperatures while being able to provide the same protection 
as current TBCs.  In current thrust chambers there is no protective coating that insulates the inner 
lining of the chamber.  Thrust chambers are being researched as potential candidates for TBC’s in 
order to increase efficiency, increase heat transfer properties and to increase service life and burn 
times.  I ndustrial g rade YSZ be  deposited us ing magnetron s puttering a nd t hermal s pray 
processes.  These sputtering deposition processes were performed at 500°C to determine the best 
microstructure and bond between the substrate and TBC.  TBC’s deposited on copper, silver, and 
Haynes 230 (nickel-based superalloy) substrates are analyzed using scanning electron microscopy 
(SEM) and x-ray diffraction ( XRD) t o characterize t he microstructure, coating thickness and 
TBC/substrate bond, and crystal structure.  The results are presented and discussed. 
 
 
I. Introduction 

 
The last 30 y ears materials engineers have been under continual pressure t o develop 

materials with a greater temperature potential or to produce configurations that can be effectively 
cooled or o therwise pr otected a t e levated t emperature c onditions.  E ngineers a re p ressured t o 
increase the efficiencies of current technologies due to the energy crisis that the world is facing.  
While th e key t asks f or t he f uture of  ga s turbines a re t o i ncrease o verall efficiencies t o meet 
energy demands of a growing world population a nd r educe t he harmful emissions t o protect the 
environment, space t ransportation i s l ooking t o l ower c osts w hile i ncreasing op erational 
efficiency and reliability of our space launchers.  The important factor to take into consideration 
is the rocket nozzle design.  High heat flux thrust chambers are exposed to more severe operating 
conditions when compared to gas turbines such external loads, heat t ransfer, t ransients, and the 
fluid dynamics of expanded hot gases1.  In order to push for higher temperatures, engineers need 
to come up with a  way t o compensate f or increased t emperatures because material systems t hat 
are b eing u sed a re ei ther a t or near their u seful p roperties l imit. The current work is focused o n 
nanostructured yttria s tabilized z irconia c oatings f or hi gh t emperature p rotective c oating 
application in high heat flux thrust chambers. 
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II. Experimental 
 

An 8%YSZ target of 2″ diameter and 0.125″ thickness was used t o fabricate t he T BC’s 
onto copper, silver, 403 stainless steel and Inconel 738 substrates.  Materials were mixed by solid 
state reaction u sing m ixed p roportions of  Z rO2 stabilized b y Y 2O3.  Coatings w ere then grown 
using R F magnetron sputtering technique using p reviously optimized operating parameters, but 
changed the deposition temperature conditions to 500 °C.   
 
III. Results 
 

Figure 1 below represents the XRD analysis of thermally sprayed YSZ coating on copper 
which has a tetragonal structure.  Sputter coated YSZ coatings a re na nocrystalline in nature and 
have t he f ace-centered c ubic s tructure.  The s tructure o f bo th t hermal s pray and s putter c oated 
YSZ can be observed in the SEM surface analysis in Figure 2.  
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Figure 1.  X-ray diffraction analysis of YSZ thermal spray coating on copper substrate. 

Figure 2.  Surface characterization using SEM analysis of YSZ thermal spray coating on copper.  The image on the 
left represents sputter coated YSZ and the right image is representative of YSZ applied using thermal spray. 
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Metallographic representation of the cross section is also observed in Figure 3.  B oth copper and 
Inconel 738 w ere used for t he a pplication of the thermally sprayed YSZ top coat.  Inconel 738 
had a MCrAlY bond coat applied before the application of the top coat whereas the copper was 
just coated with YSZ. 
 

 
 
 
 
 
 
Once deposition processes a re optimized t hen deposition will then be performed on actual small 
scale thrusters in a combustion chamber.  Thermal mechanical analysis will be performed using a 
thermal cycling furnace to observe microstructural and mechanical behavior of the TBC’s on the 
substrates.  This research should aid in engineering decisions involving the use of YSZ for TBC’s 
on thrust chambers to increase efficiency, improve regenerative cooling mechanisms and increase 
service life. 
 
IV. Conclusions 
 
It i s obvious t hat t he application t echnique changes t he c rystallographic s tructure as discovered 
through X RD analysis.  S EM analysis s hows t he very d ifferent s urface f inish i n b oth c ases of  
thermally sprayed and s putter coated YSZ.  F or a ll cases of thermally sprayed YSZ, neither 
structure nor the surface finish changed with different substrates (Cu, 403 SS, IN-738).  Further 
metallographic analysis and residual stress analysis are currently in progress.   
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Figure 3.  Metallographic examination of the cross-section for both copper (left) and IN-738 (right) of thermally 
sprayed YSZ.  Notice the contrast differences between the top coat, bondcoat and substrates.  Both images 
were taken at 200X magnification. 
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ABSTRACT 

 
he paper describes the development of thrust measurement and propellant feed systems to 
test the performance of 2 to 8 lbf LOX/Methane reaction control thrusters.  The 

development of a cryogenic liquid propellant delivery system as well as thrust measurement 
device is necessary for accurate and repeatable testing of thruster performance. The 
propellant feed system includes three subsystems: (i) Liquid methane production and delivery 
subsystem, (ii) LOX delivery subsystem, and (iii) Propellants flow control and monitoring 
subsystem. Liquid oxygen is supplied via a previously designed system, which contains a 
self-pressurizing tank, a series of valves and other components, and is terminated at a 
manifold, allowing for the supply of the oxidizer to the thruster.  A cart-based mobile liquid 
methane delivery system was designed in order to provide metered quantities of fuel to meet 
combustion requirements.  A liquid methane production unit was also integrated within this 
system.  Liquid methane production is accomplished with a condenser, utilizing liquid 
nitrogen as a chiller.  A coil, using 316 stainless steel, was designed and installed in a double-
ended sample cylinder where liquid nitrogen is routed through the coil, while gaseous 
methane surrounds it.  This results in the gradual cooling of the methane, thus allowing for 
the production of liquid methane to be accomplished within the mobile unit itself. Flow 
control and monitoring of the system is done remotely from a control room through a 
LabVIEW program interface and a DAQ system; such program allows not only the 
manipulation of the components following an experimental procedure and timing, but also 
real-time data acquisition from the various components for flow, temperature, pressure, and 
thrust measurements within the system. The Thrust Measurement system uses a torsional 
thrust balance fitted with a laser-positioning sensor.  The thrust balance utilizes torsional 
pivots to provide a consistent and measureable resistance to thrust. 
 
 1   Requirement Overview 

1.1 Requirements 

The design and development of the liquid methane propellant system and torsional thrust 
balance was centered on meeting the requirements detailed in Table 1. These parameters 
served as the basis for the determination of total propellant mass and volumetric flow 
required at each thrust level, thus providing a sizing parameter for the systems. The 
propellant system was designed to produce a total of 2L of liquid methane in a double-ended 
stainless steel cylinder and a maximum operating pressure of 300 psi. The thrust 
measurement system has a stiffness of 28.2, natural frequency of 7.5 Hz, and damping 
coefficient of 0.02 under operation. 

T 

THRUST MEASUREMENT AND PROPELLANT FEED 

SYSTEMS DEVELOPMENT FOR TESTING 

LOX/METHANE REACTION CONTROL THRUSTERS 

Daniel H. Hernandez, Gustavo Martinez, Arturo Acosta-Zamora, Ahsan Choudhuri, PhD  
NASA Center for Space Exploration Technology Research (cSETR) 

Department of Mechanical Engineering 
University of Texas at El Paso 
El Paso, Texas, 79968-0521 

E-mail:csetr@utep.edu 

Keywords:Torsional Thrust Balance, Liquid Methane, Liquid Oxygen, 
Thruster 

Are you planning on attend the student paper poster: (Yes) 
 

Keywords: keywords list (no more than 5) 

                                                                         SESES 2012--026 
 



 THRUST MEASUREMENT AND PROPELLANT FEED SYSTEMS DEVELOPMENT FOR TESTING 

LOX/METHANE REACTION CONTROL THRUSTERS 

 

 
2 Propellant Delivery System 

2.1 Description   

The Center for Space Exploration and Technology Research has carried extensive research 
on the development of liquid propellant systems capable of producing and delivering the 
propellants while maintaining them in their liquid form. The propellant feed system for this 
project includes three subsystems: (i) Liquid methane production and delivery subsystem; (ii) 
LOX delivery subsystem; (iii) Propellants flow control and monitoring subsystem. 

 
There are three main components of the system: 1) liquid nitrogen manifold 2) the liquid 

methane production tank and 3) the run tank. The liquid nitrogen manifold present in the 
system allows the user to connect a liquid nitrogen container to the system with a flexible 
hose, giving the system capability of being placed in different positions for convenience. Two 
identical double ended stainless steel cylinders were utilized in the system, one to serve as a 
condenser for liquid methane production, while the other serves as a container which may be 
pressurized up to 1800 psi for propellant delivery.  
 

2.2 Torsional Thrust Measurement Balance  

A thrust stand was developed such that thrust levels in the range of 2 to 15 lbf could be 
measured with appropriate accuracy.  A torsional thrust balance design was chosen due to its 
design being highly suitable for low thrust applications.  Thrust balances operate by using the 
thruster to generate a moment; the thruster is placed at a known distance from the pivot axis, 
which offers a known resistance; therefore, the moment generated during operation induces a 
displacement of the moment arm.  In turn, this displacement can be measured in various 
ways; most commonly, and arguably most simply, by an optical laser.  Subsequently, this 
displacement can be correlated to a thrust value. 

 
     The assembly is constructed of stainless steel type 304.  This material was chosen over 
aluminum due to the TTB being in service with liquid oxygen. Figure 2 shows the torsional 
thrust balance being utilized in thruster testing.  An optical laser collects readings near the 
end of the arm for maximum resolution. 
 

2.3 Propellant System and Thrust Measurement Interface 

    The propellant delivery and thrust measurement systems are integrated via the use of 
LabVIEW software. A program interface was developed to allow the control of system 
components as well as real-time data acquisition of mass flow, pressure, temperature, and 
thrust. Figure 2 shows the developed interface utilized during testing procedures. 

 

Thrust 2 lbf to 8 lbf 
ISP >150s 

Mixture Ratio 10 
Propellant State Gas, two-phase, and liquid 

Run time 2 to 3 min at 50% duty cycle 
Altitude 1 1st phase at ambient 
Altitude 2 2nd phase at 11.3 psi   

Table 1. Requirements for the propellant delivery system and torsional thrust balance 
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 THRUST MEASUREMENT AND PROPELLANT FEED SYSTEMS DEVELOPMENT FOR TESTING 

LOX/METHANE REACTION CONTROL THRUSTERS 

 

 
Fig. 1 Thrust Stand Assembly  

 

      
Fig. 2 LabVIEW program interface 

Conclusions 

    The design and development phases of the thrust measurement and propellant delivery 
systems have been completed. Both systems are currently under use for testing of an 8 lbf 
thruster. Steady state response as well as pulsing response is being analyzed. A natural 
frequency of 7.5 Hz and a damping coefficient of 0.02 were determined during actual testing 
operation. 
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ABSTRACT 

This paper discusses the utilization of a high heat transfer test facility built at the Center for 
Space Exploration Technology Exploration Technology Research (cSETR) at the University 
of Texas at El Paso (UTEP) for the purpose of testing liquid methane ((L) CH4) and 
regenerative cooling applications for liquid engine combustion chambers. In addition, 
experimentation is performed under vacuum conditions. Various measurement devices are 
used to obtain the relationship between the heat transfer and fluid flow behavior. 

 

 

 

 

 

 

 

 

 

1 Introduction 

The heat transfer characteristics of methane are currently being studied at the Center for 
Space Exploration Technology Research (cSETR) with the use of a carbo-thermal heating 
rig. Carbo-thermal is a term used to describe the study of a carbon-containing compound at 
elevated temperatures. The carbo-thermal rig concentrates heat onto an area to be able to 
study conductive heat transfer characteristics. While there are several heating methods to 
study heat transfer characteristics of fluids, a carbo-thermal rig was chosen because of its 
relevance to propulsion applications. A similar system was designed by the Air Force 
Research Laboratory in 2004 [1]. The cSETR heat rig was designed to incorporate key 
features of the AFRL design while omitting complex components such as a mobile heating 
block and spring loaded thermocouples [2]. The cSETR rig employs operation in a vacuum 
chamber, and a conductively heated modular test section. The modularity of the test section 
allows for various channel geometries to be considered in addition to type of fuel tested. 
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Fig. 1. Heat flow from tapered copper block to test section. 

 
Fig. 2. Symmetric cartridge heater placement for 
even temperature distribution. 
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2     Condensing Operation and Testing 

The carbo-thermal rig is supplied liquid methane by a methane condensing system. The 
condensing system was designed and built by cSETR due to the fact that liquid methane 
quantities available for purchase and industrial applications are too large for laboratory use. 
The condenser used to provide liquid methane for the heat rig consists of a 2.25 L stainless 
steel tank with a 10 foot long, 1/8 inch diameter stainless steel coil placed inside. Insulation 
for cryogenic application is achieved by wrapping the outer portion of the tanks with 25 feet 
of 1/4 inch diameter copper line and three layers of AerogelTM insulation. The condenser 
liquefies gaseous methane by allowing liquid nitrogen to flow through the inner and outer 
coils. By controlling liquid nitrogen flow rates through the individual coils the condensing 
tank temperature is maintained. Five E-type thermocouples inside the condenser tank allow 
the level of liquid methane inside to be monitored. The condenser fills with approximately 2 
liters of liquid methane after 1 hour of operation. 

3 Rig Operation and Testing 

3.1 Rig System 

The heat rig’s current objective is to ultimately simulate a regenerative cooling channel on a 
bi propellant rocket engine. To simulate the conditions present in the engine, the heat rig 
incorporates a copper heating block fitted with cartridge heaters. The block has a tapered top 
to direct heat to a 1 x 2 x 0.85 inch copper test section, which rests on top of the heating 
block’s smaller 1 x 2 inch area [4]. In addition, a cooling channel runs through the center of 
the test section. The current block design allows for a capacity of up to 25 cartridge heaters to 
be installed at any one time. A switch connected to the cartridge heaters allows for manual 
temperature control of the block. Moreover, liquid methane is flowed through the cooling 
channel, where it is heated by the test section, as shown in Fig. 1. Also, a stainless steel stand 
is used to support the heating block in the vacuum chamber, and an aluminum cradle 
maintains proper contact between the test section and heating block, promoting heat transfer. 
The experiment is conducted in vacuum conditions to reduce convective heat transfer losses 
and prevent oxidation of the heating block and test section inside the vacuum chamber. To 
obtain the temperature profile of the cooling channel, six sheathed K-type thermocouples are 
inserted into holes machined along the axis of the test section to record channel temperature. 
Furthermore, the heating block temperature is monitored with four K-type thermocouples 
placed along the tapered surface between the copper block and the aluminum cradle, as 
shown in Fig. 1. 

Currently, the copper block is heated by sixteen 400 W cartridge heaters. Four groups 
of four cartridge heaters are utilized to heat the block evenly. The heating cartridges are 
arranged symmetrically throughout the block to prevent uneven temperature distribution. Fig. 
2 shows a group of four heating cartridges placed in a diamond formation around the center 
cartridge hole, while twelve other heaters are placed symmetrically around the center of the 
block layout used to prevent uneven heating. Normal operation of the block allows channel 
wall temperatures of up to 650 °C.   

Other equipment used in the heat rig includes inline E-type thermocouples installed in 
the methane line before and after the test section. Cryogenic pressure transducers were placed 
outside of the vacuum chamber to measure inlet and outlet pressures of the methane flow. A 
recent upgrade to the system includes the installation of a turbine flow meter upstream of the 
vacuum chamber inlet. 
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3.2 Operation and Testing 

Before performing the experiment, a procedure checklist is followed to ensure that proper 
conditions are achieved. The system is checked for leaks at line connections, valves, and 
vacuum feedthroughs. Components are checked to ensure that they are suitable for testing. 
The thermocouples on the test section are checked to ensure that they are touching the 
channel surface with a continuity check. Before liquid methane flows through the system, it is 
necessary to chill the line with liquid nitrogen. Chilling ensures methane remains a cryogenic 
liquid as it flows into the test section. Once the line has been chilled the run tank is 
pressurized with helium and the run tank valve is then opened. As liquid methane flows 
through the test section, temperature and pressure data are recorded using a DAQ. 

4     Discussion 

While the condenser has successfully condensed the full capacity of the tank, there have been 
some issues while transferring the liquid methane from the condenser to the run tank. While 
transferring the liquid methane, only a small amount of liquid is actually transferred to the 
run tank before the liquid flow was interrupted. The problem is likely caused by vapor lock. 
An attempt was made to alleviate the vapor lock by adding vent valves on top of the 
condenser and in between the condenser and run tank. Because only a small volume of liquid 
methane was transferred, only cold methane gas data was obtained.  

5     Conclusions and Future Work 

From the performed experiments, it was determined that the current amount of liquid 
methane was only sufficient to perform a 30 second test, but it is desired to run longer tests to 
properly characterize the heat transfer properties. From the data obtained from the carbo-
thermal rig, it was determined that the inlet conditions of methane were not within planned 
testing conditions.   

To ensure that liquid methane is flowing through the cooling channel when obtaining 
the temperature profile, it is planned to upgrade the current condenser setup and implement a 
single 12 liter tank to avoid the issues associated with transferring the liquid methane from 
the condensing tank to the run tank. Once the temperature profile of the cooling channel is 
obtained, dimensionless properties such as Reynolds number, Nusselt number, and Prandtl 
number will be calculated so that the thermal conductivity and heat transfer aspects of liquid 
methane can be determined [3]. 
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ABSTRACT 

In recent years, LOX-methane rocket propulsion has jumped to the attention of researchers as a 
viable propellant combination due to its many benefits. Some of which include high specific 
impulse due to its high energetic content, and the ability to incorporate the main propulsion to 
the reaction control system. To address the knowledge gap in ignition physics, cooling 
characteristics, and injector design in LOX-methane propulsion the Center for Space Exploration 
Technology Research has developed the Goddard Laboratory. The purpose of this paper is to 
detail the process which will be used to condense methane for use in combustion testing, as well 
as briefly detail the overall scope and hardware of the system for which it is being used. 
 

              
Fig. 1. Coil heat exchanger    Fig. 2. Tank heat exchanger. 

1 Introduction 

Over the last few decades most research in the field of rocket propellants has centered on only a 
select few of widely used fuels and oxidizers. Recently however, more studies are being 
conducted in order to establish possible uses and benefits of several different propellant types. 
Liquid methane is among these new fuels that has very promising characteristics. Robinson et al. 
has identified the potential for greatly reducing the mass of future spacecraft by reducing the 
complexity of the propulsion system.[1] One of the greatest benefits of using liquid methane is the 
ability to incorporate the main propulsion system and the auxiliary reaction control system into 
one. Liquid methane also has many other advantages over contemporary fuels. Among these 
advantages a cryogenic LOX/LCH4 propulsion system has the ability to keep both storage tanks 
at a similar temperature reducing the complexity of the cooling system. Liquid methane is also 
considered to be a non-toxic and inexpensive fuel.[2] However, liquid methane has not been 
tested as extensively as other fuels, therefore many characteristics of its combustion are still 
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unknown. The purpose of this setup is to produce liquid methane for use in a Multipurpose 
Optically Accessible Combustor (MOAC) in order to observe and record the characteristics of 
LOX/LCH4 combustion, as well as for use in future combustion tests. 
 
2 Hardware 

The hardware used in the production of liquid methane consists of two main parts: two physical 
heat exchanging devices which use liquid nitrogen to chill the methane below its boiling point, 
and the Data Acquisition and Remote Control System (DARCS)[3] which records data and 
controls the entire process in a safe, metered and remote manner. Both heat exchangers are 
shown in figures 1 and 2 and detailed later in this paper. The DARCS incorporates a Graphical 
User Interface (GUI) through the use of National Instruments LabView program. The automation 
hardware consists of four PCI cards which control the output signals for solenoid valves as well 
as receive signals from thermocouples, pressure transducers, mass flow meters, and a Pirani 
vacuum gauge. This setup will be used to conduct experiments aimed at understanding the 
ignition physics and combustion characteristics of liquid methane. 
  
2.1 Coil Heat Exchanger 

There are currently two heat exchangers designs which will be tested for effectiveness. The first 
is a simple coil of pipe submerged in a liquid nitrogen bath and the second is a large insulated 
cylinder with a coil wrapped around it. 
The first heat exchanger, shown in Fig. 1, was constructed using a 1 foot long coil of stainless 
steel with an outside diameter of 1/8” and a wall thickness of 0.028”. This coil is then filled with 
helium and submerged into a bath of liquid nitrogen at 77 K. The coil is then allowed to cool 
until it is very nearly the temperature of the liquid nitrogen. Once it has cooled methane at 300 K 
is run through coil in order to chill it to liquid. 
 
2.2 Tank Heat Exchanger 

The second heat exchanger is shown in Fig. 2 and is made of stainless steel with a thickness of 
1”. It consists of small inlet inside diameter of 1/2” expanding to a diameter of 3.5” and then 
contracting to the original size. The larger diameter portion is 10.9” long and is wrapped in a 6’ 
coil of stainless steel pipe that is 1/4” diameter with a 0.018” thickness. The entire setup is 
wrapped in high quality Aerogel insulation so the heat loss is assumed to be negligible. The 
setup is then allowed to cool by running liquid nitrogen through the coil until the setup is 
approximately the temperature of the flowing liquid nitrogen. Once it has cooled, methane at 300 
K is fed into the system in order to chill it to liquid. 
 
3 Calculations 

Calculations have been done on both heat exchangers with similar assumptions made as follows: 
1. Each heat exchanger is cooled using liquid nitrogen before operation. 
2. It is assumed that the inner surface temperature which is contact with the cooling 

methane is at the temperature of the liquid nitrogen 77 K. 
3. The wall temperature remains constant during operation. 
4. Steady State is achieved. 
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A spreadsheet was programmed in order to calculate the exit temperature of methane given a set 
of initial conditions which are defined by user inputs. The properties of methane at various 
temperatures were obtained by plotting the properties versus temperature and obtaining an 
equation which fits the data for that temperature range.  
First the initial conditions must be specified. The conditions that are required are: the inlet 
temperature of the methane and nitrogen, the flow rates, the dimensions of the heat exchanger, 
and the material properties. There is also an initial condition for the estimated exit temperature of 
the methane. This is because of the iterative process that needs to be done in order to find the 
actual exit temperature. First a temperature is assumed and the calculations are completed and 
return a calculated exit temperature. The estimated temperature is then changed to this new 
calculated temperature and the process is repeated until they match. 
The largest assumption made in this process is the assumption of constant wall temperature. 
With this assumption the following equation can be used for both heat exchanger designs: 

 
                        ̇                                               (1) 

 
Using equation 1, the exit temperatures were calculated for both the coil and tank heat 
exchangers, and were found to be 108 K and 140 K respectively. This indicates that for the coil 
heat exchanger liquid methane is produced, and chilled gaseous methane is created for the tank 
heat exchanger. 
 
4 Preliminary Test 

An experiment was conducted on the coil heat exchanger using a flow rate of 40 L/min, 
however, no data was recorded only the observation that with gaseous methane entering at room 
temperature, liquid methane was created. This seemingly confirms the calculations done 
previously but more experimentation is needed. An additional test was conducted on the tank 
heat exchanger using a flow rate of 1 L/min. In this test the tank was used to supply liquid 
methane to a small thruster, however, only chilled gaseous methane was produced. The likely 
cause of this is the flow rate being too low. This also agrees with the previous calculations. 
 

5 Conclusion 

In conclusion, the preliminary test results appear promising. The heat exchanger designs may 
need to be optimized but the goal of creating liquid methane has been achieved. Having the 
ability to create liquid methane in house is extremely important in order to begin studying its 
properties. This is a promising first step toward the eventual goal of understanding liquid 
methane combustion characteristics. 
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ABSTRACT 

Current a dvancement o f t echnology a nd manufacturing methods, have g iven considerable 
attention to micro t hrusters for spacecraft applications. Micro p ropulsion systems a re being 
considered for Miniature K ill V ehicles ( MKV) a nd M icro S atellite S ystems ( MSS) w ith a n 
emphasis in increasing p erformance w hile r educing w eight an d co st. R educing t he w eight 
seems p ractical when r educing t he s ize o f the p ropulsion s ystem, b ut p roblems ar e 
encountered with this process. Propulsion is s trongly influenced by propellant selection a nd 
mixed r atio. A t horough understanding o f s tabilizing t hrust levels and t he ability t o control 
the p ropulsion s ystem is important i n o rder to m eet the r equirements o f the specific 
propulsion application. Certain applications might require long thrust durations, while others 
require small thrust pulses. Choice in propellant can influence hardware selection needed to 
achieve r eliable t hrust levels. This p aper investigates t he development o f flight r eady 
hardware ( thruster) f or cu be s et s atellites. T he thruster w as designed from a  pr evious 
iteration, to have its o wn pressure a nd valve control system in o rder to control t hrust levels 
and pulse lengths. The propellants to be tested will be gaseous Methane and Oxygen.  
1   Requirement Overview 
1.1 Requirements 

The d esign a nd d evelopment of t he bi-propellant thruster (Vernier Thruster) was centered 
on meeting the requirements detailed in Table 1. These parameters served as the basis for the 
determination of optimum thrust and mixture ratio levels for pulsing conditions.  

 
 

Thrust 1 N to 5 N 
ISP 110 

Mixture Ratio 3.5 
Propellant State Gas 

Run time 250 ms, 500 ms, 750 ms, 1000 ms 
Altitude 1 1st phase at ambient 

Table 1. Requirements for the bi-propellant thruster 
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2 Design 

2.1 Injector   
The d esign o f t he injector ha d go ne t hrough several iterations in o rder to f ind t he be st 

configuration for a  co -axial s wirl injector. A  fundamental pa rt of t he de sign w as t o i nsure 
easy manufacturability w hile k eeping t he i njector m odular for d ifferent p ropellants. T he 
injector u sed f or these ex periments i s s hown in F igure 1 . T he i njector allows fuel t o b e 
injected into the rear of the thruster, where the flow is introduced tangent to the oxidizer flow 
at the core of the center of the body. The total mix ing le ngth in t he injector bo dy was ¼  in 
which led d irectly t o the c ombustion c hamber o f t he t hruster. T he s ingle oxidizer in let 
diameter was machined at 3/16 in. The inlet of the oxidizer and fuel were threaded for a 1/8 
in NPT adapters. The propellant feed system was directly connected to these adapters. 

           

 

2.2  Igniter 
 The igniter was made out of a steel tube with a .125 in outer diameter and a .085 in inner 
diameter. An alumina tube was inserted inside which insulated a single platinum wire. The 
platinum wire was bonded on to the alumina tube using Resbond 919, a high resistance 
ceramic compound with a high dielectric strength. The platinum wire protruded .01 in at one 
end of the igniter. This perturbation was necessary in order to create a high voltage arc within 
the wall of the injector.  A voltage adapter was incased at the other end of the igniter to 
connect the high voltage transformer. The steel body of the igniter was threaded in order to 
seal the injector body from any leaks due to spikes in chamber pressure. 

                 

 

Figure 3. Thruster with Igniter                                          Figure 4. Thruster with Igniter ports 
  

Figure 1. Injector Front                                                        Figure 2. Injector Rear   
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 THE DEVELOPMENT OF METHANE AND OXYGEN BI-PROPELLANT 1 TO 5 NEWTON CLASS THRUSTERS 

 2.3 Nozzle 
 The nozzles are currently being designed with throat diameters of 0.118 in. for L*

 

 values 
of 25, 40, and 50. The nozzles will be constructed from 304 stainless steel. Since all the 
testing was at altitude pressure, the area ratio of the nozzle was designed to be 3 in order for 
the exit plane pressure to match the ambient pressure of 14.7 psi. 

3 Conclusion 
The design of the new thruster has successfully incorporated the swirl injector, igniter, 

and nozzle has been successfully completed. The design is currently being manufactured in 
order to incorporate a new igniter that uses a different material similar to the properties of the 
platinum. The thruster is to be tested with the setup previously used and a new LabVIEW 
program that includes pulsing. 
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ABSTRACT 

Thin films of ZnTe and CdTe have been grown on CdS in a variety of methods for the use in 

photovoltaic systems. Limits to cell efficiency of these cells have been attributed to defects in 

the lattice that occur between the interface of CdS and CdTe for which ZnTe has been 

introduced to become a transition layer. During these film growths it was necessary to 

remove the sample and switch the source of the material being deposited to achieve different 

compositions in the film. It will be shown that a novel close space sublimation reactor has 

been developed in which the composition of the film being grown can be modified during the 

deposition process.  

 

1 Introduction 

Photovoltaics (PVs) which were originally thought of simply as an alternative for off-grid 

sites have in the last decade become recognized as a viable source for energy. The 

International Energy Agency estimates that from 2000 to 2010 the total annual power 

produced by installed photovoltaics increased from 207 MW to 14,195 MW in surveyed 

countries 
[1]

. Unfortunately in the same report it is possible to see that the United States is 

lagging in the implementation of this technology both in annual installed photovoltaic power 

to Germany and the actual yearly production of PV modules in which China dominates with 

production of crystalline silicon based solar cells. 

In this paper we will introduce the design and application of a novel close-space sublimation 

reactor (CSS4) whose intent is to manufacture ZnxCd(1-x)Te-based solar cells. Thin film 

CdTe-based PVs which have a theoretical efficiency of 29% are a perfect candidate due to 

the low cost of the raw materials required for the system, and because the efficiency of 

experimental and production PVs is still far away from optimal. The record CdTe PV had 

plateaued at 16.5% efficiency in 2001
[2]

 and has just recently increased to 17.3% in the last 

year. 

It is accepted that the low efficiency is due to a high defect density in the CdS-CdTe interface 

which leads to carrier recombination. This high defect density is built into the device when 

the CdTe layer is deposited onto the CdS due to the lattice mismatch of the two materials 

(~10%)
 [3]

. It will be demonstrated that the CSS4 can be used to grow a buffer layer of ZnTe 

as well as the CdTe to reduce the lattice mismatch to CdS by controlling temperature of 

source and substrate, pressure and distance from source to substrate, all of which are 

parameters that affect growth rate and film quality during close-space sublimation. 
[4]

 

2 Depositor Design 

 The novel CSS4 shown in Figure 1(a) is able to control of principal parameters that affect 

deposition rates during close-space sublimation. The depositor can be completely automated 

using a computer interface. Three different material sources can be held within the chamber 
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in graphite crucibles. The crucibles are individually heated via cartridge heaters that can 

reach 1200˚C. The substrate is held within a graphite enclosure that also houses halogen 

lamps that provide radiation heat. Detailed view of both the cartridge heater and the substrate 

holder assemblies can be seen in Figure 1(b). Pressure can also be varied via a set of mass 

flow controllers which provide helium, oxygen or nitrogen flow and a vacuum pump 

providing sufficient vacuum to control the pressure down to 0.05 Torr. Finally movement is 

provided via two motors that are able change the distance between the source and substrate 

and also rotate the housing to switch between sources. 
[5]

 

3 Initial CdTe and ZnTe thin film characterization 

Initial depositions show versatility of the CSS4 to create CdTe, ZnTe, CdTe/ZnTe and 

ZnxCd(1-x)Te layers. An initial deposition using the CSS4 was developed to consistently 

deposit a 100nm thick film of ZnTe on a CdS/ITO/glass substrate as shown in the inset of 

Figure 2(a). A series of CdTe films were then grown following a ZnTe deposition by rotating 

the substrate holder to align with the CdTe source to finally create a 

CdTe/ZnTe/CdS/ITO/glass structures shown in the inset of Figure 2(b). Depositions for the 

growth of the CdTe films where initially performed by varying the source temp while 

maintaining a substrate temperature of 380˚C during 30 minutes. Afterwards, a second set of 

depositions were performed varying the substrate temperature while maintaining a source 

temperature of 425˚C. The grain structure of one of these films is shown in Figure 2(b). 

Source and substrate temperature greatly affects the film growth rate as shown in Figure 3(a) 

and (b). The grain size in comparison does not show such a simple trend over the temperature 

range chosen. 

4 Conclusion and Future Work 

 The CSS4 reactor is capable of depositing different layers of CdTe and ZnTe during the 

same deposition run. It was also demonstrated that close space sublimation parameters of 

substrate and source temperature, distance between substrate and source, and pressure can be 

controlled via computer control. This proves that the CSS4 is capable of performing research 

level experiments with a high level of repeatability. The deposition parameters will be 

modified to grow a ZnxCd1-xTe transition layer that provides better lattice match along the 

depth of deposition. These layers will then be characterized using Secondary Ion Mass 

Spectrometry (SIMS) which will allow us to plot the concentration of Zn, Cd and Te as a 

function of depth. 

 

 

Fig.1. a) CSS4 close space sublimation reactor and computer interface left. b) Detailed view of CSS4 chamber 

showing substrate holder and source heaters. 
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Fig.2. a) SEM image of 100nm ZnTe film deposited on CdS/ITO/glass substrate. b) SEM image of CdTe 

deposited on ZnTe/CdS/ITO/glass at 350-425˚C substrate-source temperature. 

 

Fig.3. a) CdTe deposition results when maintaining constant substrate temperature at 380˚C and varying source. 

b) Results when maintaining constant source temperature at 425˚C 
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ABSTRACT 
Titanium nitride (TiN) coatings are subject of numerous investigations because of its unique 
physical and mechanical properties such as hardness, chemical stability, wear resistance and 
diffusion barrier properties among others in many different applications. Such characteristics 
are dependant on many factors during physical vapor deposition (PVD) of the coatings 
including temperature, power, thickness and time of deposition. TiNx Samples were grown 
using DC (Direct Current) sputtering method because has shown in previous experimentation 
the formation of crystallographic grains in (111) orientation [1], most desired to enhance 
physical film properties such as electro migration lifetime [2-4]. The objective of this 
investigation is to compare chemical, compositional profiles and grain structure formation in 
Titanium nitride coatings grown on Si and MgO substrates.  Grazing incidence X-ray 
diffraction (GIXRD) measurements were used to analyze the texture development in the TiN 
coatings. Residual stress was calculated with this non-destructive technique to analyze micro 
structural details and thin film properties.[5]   Scanning electron microscopy (SEM) and 
Energy Dispersive X-ray Spectroscopy (EDAX) are used to analyze the grain formation, size 
and chemical information of the TiN coatings. The results are presented and discussed. 
 

Introduction 

Titanium nitride exhibits an exceptional combination of chemical, physical, mechanical and 
electrical p roperties, s uch as  a high d egree o f h ardness, ch emical s tability, h igh t hermal 
conductivity, immunity t o wear and corrosion, chemical inertness and biocompatibility. The 
properties o f thin f ilms and/or c oatings such as  preferred orientation o f l attice p lane an d 
electrical r esistance, g rown b y p hysical a nd c hemical vapor deposition (PVD) methods a re 
highly dependent on many factors. Gas pressure, reactive gases, deposition rate, temperature 
and substrate material co nditions w ill make resultant p roperties of t hin films suitable for a 
wide r ange o f ap plications if t he material properties ar e t uned r ight [6-8]

 

. The be tter 
understanding of the complex thin film properties lies the in comparative research analysis of 
samples grown in different set of conditions.  

Methodology 
Titanium nitride (TiN) films were deposited by DC- sputtering using a Ti metal target in N2-
Ar mixtures onto silicon (Si) and magnesium oxide (001)  (MgO) substrates. The samples 
were grown with different thicknesses values varying in the range of 5-100 nm. The samples 
were characterized by grazing incidence X-ray diffraction (GIXRD) and scanning electron 
microscopy (SEM). The GIXRD enhances the diffracted signal coming from the thin film, by 
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keeping a fixed low angle of incidence between the X-rays and the sample surface. This 
insures penetration into the coating allowing measurement of residual stresses within 
concentrated parts of the film [3,4].  It also reveals crucial information about the crystal 
structure and chemical composition of the coating. SEM measurements allowed us to analyze 
the grain size and morphology with respect to time and temperature. 
 
Results and Discussion  
 
The SEM images of TiN coatings are shown in Fig. 1. The imaging analysis demonstrates 
fully grown grains on DTRA 59 sample with an average grain size ~24 nm. In Fig. 2, SEM 
images DTRA 56 sample are shown. It is evident that the samples exhibit grain morphology 
with an average grain size ~16 nm.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
XRD and GIXRD results demonstrate the TiN coatings exhibit a preferred (111) orientation 
under equilibrium conditions. TiN crystals are found in a face centered cubic structure. 
Figure 3 shows the XRD data of TiN coatings. In Fig. 3, the residual stress is calculated using 
a modified sin2ψ based in the measurement of lattice parameters determined from a fixed 
Bragg reflection at different tilting angles (chi ψ= -10,25) [5].  
 
 
 
 
  
 
 
 
 
 
 

Fig. 3. GAXRD scan of silicon samples 
Coated with Titanium nitrate. It can be 
observed the characteristic (111) 
orientation peak around 2 Theta= 36° 

Fig. 1. SEM pictures depicting fully grown grains on 
DTRA 59 sample zoomed at 80 K, 100 K, 120 K and 
300 K. Average grain size 24 nm. 

Fig. 2. SEM pictures depicting grain crystals on 
DTRA 56 sample, zoomed at 80 K, 100 K, 120 
K and 150 K. Average grain size 16 nm. 
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Using a new experimental method for calculating residual stress using the grazing-incidence 
X-ray d iffraction in the r eference p eak i t w as ca lculated that the r esidual s tress t o b e 6 .22 
MPa in compression. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Conclusion 
TiN coatings with different thicknesses were grown. The effect of the variation of growing 
conditions and their effect on the chemical, physical and mechanical properties of the films 
were studied by using XRD and SEM. The analysis showed that nano-crystalline films are 
governed by the preferred orientation in (111). A compressive stress across the interface 
exists for the coatings grown on Si while the magnitude is slightly higher for those grown on 
MgO.  
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Fig. 4. The residual stress is calculated 
to be -6.22 MPa  
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ABSTRACT 

Cadmium sulfide (CdS) Chemical-bath-deposition (CBD) parameters are modified to allow, for 
the first time, real time and in-situ monitoring of cadmium ion molarity using a commercially 
available cadmium ion Ion-Selective-Electreode at 60°C. This modification involves alterations 
to typical deposition parameters that eliminate the formation of cadmium hydroxide and keep 
cadmium ion molarity above 10-7M which allows in situ monitoring of CdS CBD. Additionally, 
the new parameters favor non-porous film formation. The optical and structural characterization 
of the film proves it’s applicability in solar cells.  
 

           
Fig.1. In situ Monitoring of CdS CBD deposition.      Fig.2. EDX analysis of CdS film. 
  

          
Fig.3. SEM surface morphology of CdS film.           Fig.4. XRD of CdS film on glass substrate. 
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Table 1:Typical and New Cadmium sulfide CBD parameter comparison 
 Kitaev et al. [3]   

parameters 
Chu et al.[4] 
parameters 

New Parameters in this work for 
CBD Cadmium Ion Monitoring 

Cadmium salt 20mM to 0.1M 1mM 
Cadmium Acetate 

1mM 
Cadmium Acetate 

Thiourea At least twice the  
molarity of Cd-salt 

5mM 5mM 

Temperature 50⁰C to 90⁰C 85⁰C 60⁰C 
PH At least 11.0 9.1 8.9 
Ammonia At least 1M 0.4M 0.05M 
Buffering Salt None 20mM 

Ammonium 
Acetate 

10mM 
Ammonium Acetate 

 
Table 2: Bandgap of CdS films with different thickness 
Sample  Thickness(nm) Bandgap 
3 15 2.49 
4 25 2.46 
5 35 2.44 
6 40 2.43 
7 48 2.39 
 
1. Introduction: 

Cadmium sulfide is a direct band gap semiconductor material used as a thin film layer in solar 
cells since 1955. Chemical bath deposition (CBD) is a method known for being relatively 
inexpensive and simple to execute but a thorough understanding of how nucleation and crystal 
growth can be controlled with this process is lacking. [1] Of special interest is the ability to 
monitor and control the deposition rate in-situ and in real time. Moreover the ability to monitor 
and suppress homogeneous precipitation is important to achieve dense films, free of cluster 
growth. In 2004, Voss et al. [2] used a Quartz Crystal Microbalance and theoretical equilibrium 
reactions of CBD CdS to more accurately explain reaction kinetics and concluded that during 
porous film formation free cadmium ions (Cd2+) are consumed in solution. Thus, a Cd2+

 Ion-
Selective-Electrode (ISE) can also be used to monitor formation of the porous films. However 
the CBD parameters developed by Kitaev et al. [3] results in Cd2+

 molarity below the detection 
limits of the ISE. In this work, we present parameters that are set to monitor and control freeCd2+

 

in-situ and in real-time as well as prevent porous film formation using an Ion-Selective-
Electrode. This in situ monitoring also shows possibility of controlling and measuring deposition 
rate which is significant for manufacturing CdS films. 
 
2. Deposition Parameters: 

Typical cadmium sulfide CBD parameters involve high concentrations of the cadmium salt, 
ammonia, and thiourea. These cadmium and pH values produce cadmium hydroxide precipitate, 
justifying the need for modified deposition parameters. 1st and 2nd column of Table 1 compares 
the two different CBD parameters reported in the literature, and 3rd column presents new 
parameters used in this paper that allows monitoring of cadmium ion molarity during CBD. The 
Chu et al. [4] parameters appear to be applicable for CBD cadmium ion monitoring since they do 
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not produce cadmium hydroxide precipitate. However, they are performed at 85°C which is 
above the recommended operating temperature of the ISE.  For this work, the deposition 
temperature was 60°C within the operating range of the ISE.  
 
Using the parameters mentioned in Table 1, it is found that at pH = 7.6, the decomposition of 
thiourea is suppressed, and at pH = 8.9, the decomposition is so fast that the reaction starts to 
produce porous film within a minute after thiourea is added. Therefore, thiourea decomposition 
time can be controlled with pH, and a pH value between 7.6 and 8.9 should decompose thiourea 
slowly enough to delay porous film formation that is caused by fast thiourea decomposition. Fig. 
1 shows cadmium ion molarity vs. time graph at pH=8.2 which shows both homogenous 
(porous) and heterogeneous (non-porous/dense) deposition. From the experiments it is found that 
pH=8.4 decompose thiourea slowly enough to favor non-porous deposition of cadmium sulfide. 
 
3. CdS film characterization: 
 
The grain size, shape and crystal orientation of the CdS grains greatly affect the electrical 
properties of solar cells. Fig. 2 shows energy-dispersive X-ray spectroscopy (EDX) analysis 
which gives the percentage of Cd and S present in the deposited film. The surface morphologies 
of CdS films were observed by SEM. Fig. 3 shows an SEM photograph of the CdS surface. The 
CdS films consisted of small grains of size <10nm and had a smooth surface. Fig. 4 shows the X-
ray diffraction pattern of the CdS film which shows peaks at 2θ positions of 26.8°, 28.5° and 
48.5° corresponding to the (00•2), (10•1) and (10•3) planes of the hexagonal phase with a 
preferred orientation in the (00•2) direction.   
 
Cadmium sulfide is a semiconductor transparent to light energies below 2.42eV or light 
wavelengths above than 512nm. Therefore, analyzing transmittance from 400nm to 600nm can 
be used to find the actual bandgap of the cadmium sulfide samples produces in this work. A Cary 
5000 double beam spectrophotometer manufactured by Varian Inc. was used to measure the 
transmittance of the CdS film. Table 2 shows the bandgap measurement of CdS samples of 
different thickness deposited on glass substrate. Thicknesses of the CdS films were measured by 
Filmetrics F20 Thin-Films Analyser. The average bandgap found is 2.44eV, and it is in very 
good agreement with the 2.42eV band gap of single crystal cadmium sulfide. 
 
4. Conclusion: 
 
For the first time, a commercially available cadmium ion selective probe is used to characterize, 
monitor and control cadmium sulfide Chemical-Bath-Deposition. The optical and structural 
characterization of the film shows that the procedure produces high quality film suitable for 
optoelectronic device application. 
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ABSTRACT 

 

With the ever-increasing demand in extending duration of mobile devices, technologies 
related to improve the performance of electrochemical storage device such as battery and 
supercapacitor have received extensive attention in the past few years. Due to the excellent 
mechanical and electrical properties and high specific surface area, nanowire is an ideal 
candidate for electrode material in battery or supercapacitor. There are various studies 
performed to increase the specific energy density and cyclic performance using metal oxide 
nanowires. However, most of them are randomly dispersed with limited performance 
enhancement while those aligned ones are grown on relatively weak mechanical substrate 
thus provides very limited or none mechanical strength to the devices. Multifunctional 
material is a new group of material developed to provide structural load bearing functionality 
and system performance related functionalities. The advantage of using this type of material 
lies in reducing complexity and enhancing performance without sacrificing mechanical 
strength or inducing extra weight of the whole system. Therefore, using multifunctional 
material is ideal for building a novel energy storage device with an excellent combination of 
mechanical, electrical, specific energy density. This letter will introduce the fundamental 
study of developing a hierarchical multifunctional structural fiber with ZnO nanowire coated 
on carbon fiber. Coating electrodes with zinc oxide nanowires can increase performance of 
energy storage devices, as the change of surface area will affect the electron charge/discharge 
rate of electrodes. Zinc oxide nanowire growth is achievable using low temperature 
hydrothermal synthesis. Growth time, temperature and the use of surfactant will all control 
the geometry of nanowire thus the structure-property relation can be determined in the future. 
The success of controlling the geometry of the nanowire will lead to determine the optimal 
performance for structural and energy storage. 
  
1.0 Introduction 

One-dimensional nanostructure such as nanowire, nanorod and nanotube is drawing much 
research interest in recent years because of their possible applications in nano-scale devices. 
Nanowires have very high surface area with tunable dimension and crystal morphology. 
Thermal, mechanical and electrical properties of nanostructure vary depending upon many 
factors such as temperature, duration of reaction, pressure, molar concentrations of chemicals 
used in different synthesis procedures. Zinc oxide is n type semiconductor which has 
electrical, optical, piezoelectrical, optoelectrical and many other important applications 
because of its wide band gap (3.37 eV) and high electron hole binding energy (60 eV) [1,2]. 
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Zinc oxide has piezoelectric, pyroelectric properties and appropriate doping makes it 
electrically conductive. Zinc oxide is also biocompatible, biodegradable and nontoxic which 
extends the area of its biological application [3]. Carbon-zinc oxide and graphene-zinc oxide 
nanocomposites are suitable for energy storage applications. In this paper zinc oxide 
nanowires are grown by varying growth reaction time and using polyethylenemine as 
surfactant on carbon fiber and graphene. The diameter, length, crystal structure is analyzed by 
scanning electron microscopy (SEM) and X-ray diffraction (XRD).     
2.0 Experimental procedure 

2.1. ZnO seed particles 
Zinc acetate dehydrate (12.5 mM) has been dissolved in ethanol at 50 °C under vigorous 
stirring by magnetic stir bar. After completely dissolved the solution is brought to room 
temperature and diluted to a concentration of 1.4 mM by adding ethanol. Another sodium 
hydroxide (20 mM) ethanol solution is prepared at 60 °C under vigorous stirring. After 
cooling to room temperature, additional ethanol is added in order to dilute to make a 
concentration of 5.7 mM. These two solutions are mixed at a ratio of 18:7 at a temperature of 
55 °C for 30 minutes. Substrates washed with acetone and isopropanol are dipped in the seed 
solution for 5 minutes and subsequently annealed on a hot plate at 150 °C for 10 minutes to 
enhance adhesion between the fiber and nanoparticles. 
2.2 ZnO nanowires: Hydrothermal growth 
Zinc oxide nanowires are grown by low temperature hydrothermal method [4]. An aqueous 
solution of 25 mM zinc nitrate hexahydrate [Zn(NO3)2.6H2O, 99.9% purity], 25 mM 
hexamethylenetetramine (HMTA) (C6H12N4, 99.9% purity) and 5-7 mM Polyethylenemine 
(PEI, Branched, molecular weight 800 gm/mol) are prepared at room temperature. Carbon 
fibers are immerged in growth solution when the temperature is at 85/90 °C. The growth is 
done in a glass beaker and solution temperature is maintained constant by using a 
thermocouple and hot plate. Three different time duration of 2 hours, 4 hours and 6 hours for 
the growth is studied.  For longer reaction time growth solution is change after every 2 hours. 
After the reaction is complete, samples are taken out of the solution to rinse with de-ionized 
water and dried at 100 °C on a hot plate. 
3.0 Results and Discussion 

All samples of ZnO nanowires are grown on carbon fibers and previously synthesized 
graphene. Prepared samples are analyzed by X-ray Diffraction. Figure 1 shows XRD pattern 
of ZnO nanowires coated over carbon fiber. The peaks are well defined and match with 
standard results. Figure 2a-c shows SEM images of ZnO NWs grown on carbon fibers 
without using PEI. The nanowires grown for 2 hours have an aspect ratio of 32. As the 
reaction time increased to 4 hours and 6 hours, aspect ratio decreased to slightly less than 19 
and just over 17 respectively. It is observed from the SEM images that diameters and lengths 
of the nanowires are increased as reaction time increased from 2 hours to 4 hours but 
decreased for 6 hours which does not convenient with the previous research work. The reason 
is the carbon fibers which were in the middle of the tow had not enough zinc oxide ions 
available around them. Figure 2d show SEM image of ZnO NWs grown on graphene for 2 
hours. The diameters of NWs grown on carbon fiber and graphene for 2 hours are 39 nm and 
34 nm approximately justifies that this method is very stable and steady. Figure 3a-d shows 
NWs grown for 2 hours using 5-7 mM PEI. It is found that length and diameter of NWs 
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increased with increase of PEI concentration from 5 to 7 and aspect ratio is found 37, 40 and 
40 respectively. 

  
Figure 1. XRD pattern for ZnO NWs grown on carbon fiber. Asterisk marked peak is for carbon fiber. 

 

 
Figure 2. SEM images of ZnO NWs grown on carbon fiber for 2h at different scale (a) 20µm (b) 1 µm; (c) for 

4h, scale 5 µm; (d) ZnO NWs grown on graphene for 2h, scale 2 µm; reaction temp 90 °C. 
 

 
Figure 3. SEM images of ZnO NWs grown on carbon fiber for 2h with 5 mM PEI at different scale (a) 4 µm (b) 

500 nm; (c) 6 mM PEI scale 500 nm; (d) 7 mM PEI scale 500 nm ; reaction temp 85 °C. 
 

4.0 Conclusion 

ZnO nanowires are grown on carbon fiber and graphene by hydrothermal method.  
Nanowires with different size and aspect ratio are achievable by changing reaction time, 
reaction temperature and surfactant in different concentrations.  Consistent growth sizes 
allow growing nanowires on different substrates in the process of nanocomposites synthesis 
for improving capability and performance of energy storage devices such as lithium ion 
battery and supercapacitor. 
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ABSTRACT 

Hafnia-zirconia based thermal barrier coatings (TBC) were grown using RF magnetron 
sputtering technique. The composition of hafnia and zirconia were varied to fabricate the 
coatings keeping the yttria content constant at 7.5mol%. The coatings were grown onto 
different substrates namely inconel-738 and SS-403. Thermal conductivity of the coatings 
was measured using photo-acoustic (PA) method. The thermal conductivity of yttria 
stabilized hafnia (YSH) coatings was found in the range of 0.89-1.30 (±0.03) W/m-K. 
Mechanical properties investigated using nano-indentation technique indicate that the YSH 
coatings exhibit higher mechanical strength compared to that of yttria stabilized hafnia-
zirconia (YSHZ) coatings. Residual stress analysis was performed using the X-ray diffraction 
pattern. The Sin2ψ technique was followed to calculate the residual stress. The results 
demonstrate very high compression stress within the coatings.  
  

1 Introduction 

Thermal barrier coatings (TBCs) are critical to protect the metallic surface from high 
temperature oxidation and erosion in gas turbine systems. The coating is a multifunctional 
thick film consisting of three layers the top of which makes insulation between the 
components and very high temperature environment.  In this way, TBCs help use high 
operating temperature which consequently increases the efficiency of gas turbine power 
plants operating in diversified fuel environment. Extensive efforts have been directed towards 
the improvement of the quality of TBCs in last two decades [1-5]. Since the TBC system has to 
function in an environment of very high temperature and high velocity diverse gas 
compositions thermal conductivity and mechanical properties of TBC are the key concerns 
provided that the coating is structurally and thermodynamically stable at the operating 
temperatures. In this work, these two fundamental properties of TBC were investigated 
thoroughly for various compositions of yttria stabilized hafnia-zirconia coatings. 
 

2 Experimental 

YSH and YSHZ targets of 2″ diameter and 0.125″ thickness were used to fabricate the TBCs 
onto Inconel-738 and SS-403 substrates. Commercially available YSH target and YSHZ 
targets prepared in the laboratory were employed as targets. Materials were by solid state 
reaction using mixed proportions of HfO2 and ZrO2 stabilized by Y2O3. The composition of 
the target material is varied by varying the ratio of HfO2 and ZrO2 while keeping the Y2O3 
stabilizer content constant (7.5 mol%). Coatings were grown using RF magnetron sputtering 
technique at variety of operating parameters to optimize the deposition conditions. Photo-
acoustic (PA) method was used to evaluate the thermal conductivity of the coatings and nano-
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indentation technique was used to investigate the mechanical properties. Residual stress 
analysis was performed using the X-ray diffraction pattern following the Sin2ψ method.  
 

3 Results  

3.1 Thermal Conductivity 

The thermal conductivity of YSH coatings grown on Inconel-738 is shown in Fig. 1. The 
results indicate that the thermal conductivity of YSH coatings increases with increasing 
growth temperature. This can be attributed to the increasing grain size with the increase of 
growth temperature the result of which is the decrease in phonon scattering. The maximum 
value obtained at 500 0C growth temperature is 1.3 W/m.K which in general is lower than 
that of pure hafnia coating or bulk hafnia material. 
 

  
Fig. 1: Thermal conductivity of YSH coatings with respect to growth temperature when grown on 
Inconel-738 
 

2.2 Mechanical Properties 

Figure 2 shows the mechanical properties YSH and YSHZ coatings. Hardness and modulus 
of elasticity were measured using the nano-indentation technique. A triangular shape 
diamond tip nano-indenter was used as the tool for indentation and the results are plotted 
against various compositions of hafnia and zirconia in the coatings. YSH coatings grown on 
SS-403 and inconel-738 show the similar hardness and modulus of elasticity values. The 
hardness values for YSH on both of these two substrates are about 18 GPa. YSHZ coatings 
show lower hardness (6-11GPa) compared to YSH coating. Among all the compositions (4:1, 
2:1, 1:2 and 1:4) of YSHZ the 4:1 ratio of hafnia and zirconia exhibits the maximum hardness 
which is 11.4 GPa. Modulus of elasticity is always higher in YSH coating.  

 
Fig. 2: Hardness and modulus of elasticity of YSH and YSHZ coatings. 
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2.3 Residual Stress 

The residual stresses calculated for YSH and YSHZ coatings are shown in Fig. 3. YSH shows 
the similar residual stress on both the ss-403 and inconel-738. The as grown YSH coating 
shows a compressive residual stress of ~ 2GPa on both the ss-403 and inconel-738 substrates. 
YSHZ shows lower residual stress compared to YSH which is less than 1GPa. The YSH 
samples which was exposed to hot gas at 800 0C shows lower compressive residual stress 
(1.37 GPa) compared to as grown YSH coatings.  

 
Fig.3 Residual stresses calculated for YSH and YSHZ coatings 

 

3 Conclusions 

The low thermal conductivity of YSH coating is demonstrated. Hardness and Young’s 
modulus of YSH coatings are higher than those of YSHZ coatings. Among all the 
compositions of YSHZ 4:1 ratio of hafnia to zirconia shows the maximum value of hardness 
while 1:2 ratio of hafnia to zirconia shows maximum modulus of elasticity. Both YSH and 
YSHZ coatings show very high compressive stress within the coatings. Further investigation 
is needed to understand the effect of substrate on residual stress in coatings. 
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ABSTRACT 

 
In both natural light harvesting systems and artificial photovoltaic cells, research on the 
charge and energy transfer dynamics has brought great interest. This information is critical to 
improve our understanding the physics and provide guidance for future development. These 
dynamical processes happen in the time scale of femtosecond to picosecond. Ultrafast laser 
spectroscopy is commonly used to detect this information. In this paper, we focus on how 
two-dimensional (2D) laser spectroscopy can provide an incisive tool to probe the electronic 
transitions, and energetic evolutions that must be understood to describe photosynthetic light-
harvesting and photovoltaic charge transfer. We demonstrate its application to the study of 
organic dye Coumarin 102. We illustrate several capabilities of 2D spectroscopy including 
monitoring energy level broadening, observing energy level evolution. This information will 
help to determine the energy and charge transfer pathways. 
 

1 Introdu ction 
Ultrafast laser spectroscopy has been developed to probe carrier and energy transfer 
processes in both photovoltaic cells and photosynthetic proteins [1,2]. Typically two 
femtosecond (10-15s) or picosecond (10-12s) laser pulses are used to pump and probe the 
interested system to study the processes with femtosecond/picosecond time scale. Two-
dimensional (2D) laser spectroscopy utilizes three or four femtosecond pulses to probe the 
system and gives more information on the dynamics. For example Fleming and co-workers 
had used 2D spectroscopy to measure electronic couplings and carrier transportation in a 
molecular complex, the Fenna–Matthews–Olson photosynthetic light-harvesting protein [2]. 
The striking discovery is the coherent energy transfer pathway in such a complicated 
molecular system. In most experiments non-collinear optical pulses with an appropriate phase 
matching condition were used to implement the experiment and obtain the nonlinear optical 
signal. In this approach it is difficult to implement more laser beams due to the constraint of 
the phase matching requirement. By contrast, 2D nuclear magnetic resonance (NMR), which 
serves in most ways as the inspiration for these methods, always uses collinear pulses with 
well-defined inter-pulse phases to resolve the structure of complex molecules. In a recent 
work the direct (collinear geometry, phase-cycled) optical analog of 2D NMR had been 
realized with an acoustic optic pulse shaper on a Rubidium atomic vapor system [4]. 
Therefore, the purpose of this experiment is to develop collinear 2D spectroscopy to study the 
complex molecular systems such as organic solar cells. 

TWO-DIMENSIONAL LASER SPECTEROSCOPY TO STUDY 
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2 Results and Discussion 
The experimental setup is shown in Fig. 1. The dashed line represents the optical light path 
and the solid line represents electronic signal. Amplified 80 fs pulses were generated by a 
Ti:sapphire laser system(Coherent Vitesse and RegA 9050 system) with a pulse energy of 7 
μJ at a repetition rate of 20 kHz. A series of collinear phase coherent three-pulse sequences 
are needed to yield a 2D spectrum. Each collinear three-pulse sequence was generated from a 
single input laser pulse using an Acouto-Optic Pulse Shaper (AOPS). Then this pulse 
sequence is shot into the sample cell. The fluorescence from Courmarin dye was collected 
from the side by a photo multiplier tube (PMT).  

 

 

 

 

 

 

 

 
 

Fig.1. Experimental setup for 2D spectroscopy. AOPS: acousto-opto pulse shaper, AWG: arbitrary 
waveform generator, PMT: photo multiplier tube. 

 

 

 

 

 

 

 

 
Fig.2. Acousto-optic pulse shaper setup. AOM: acousto-optic modulator. G1, G2: gratings, L1, L2: 

focusing mirrors. 

 
To describe pulse shaping in frequency domain, the frequency domain expression of optical 
pulses is used. First the frequency components of the femtosecond pulse are spread in space. 
Each component will be modulated individually in a parallel scheme. The mathematical 
equation for this modulation is  

      )()()(  MEE inout                                                       (1) 
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where )(inE is the input pulse spectrum, )(M is the modulation function, )(outE is the 

output pulse spectrum. Fig 2 shows the schematic setup of the frequency domain pulse 
shaping. G1 and G2 are two gratings with the same grove spacing.  L1 and L2 are two focusing 
mirrors with the same focus length. AOM is the spatial light modulator. The modulation 
function )(M  is loaded into the AOM. L1 and L2 are 2-inch diameter gold coated spherical 
mirrors. G1 and G2 are gold coated gratings with 1200 groves/mm. 

 

 

 

 

 

 

  

 
Fig.3. Real (left), and imaginary (right) 2D spectra of Coumarin 102. 

 
Fig 3 shows the obtained 2D (real and imaginary) spectra obtained from the 2D experiment 
of Coumarin 102. The spectrum shows a photon echo peak at Δf1=-15.4 THz, Δf2=3.4 THz. 
In this experiment, the laser center wavelength is 803 nm. From the peak position and laser 
center frequency we know we are accessing the initial energy level at 762.6 THz 
corresponding to a 393.4 nm wavelength. The solid lines represent positive regions and the 
dashed lines are negative. The contour lines are plotted at increments of 10% of the real 
spectrum’s maxima. In the real 2D spectrum, the full width at half maximum (FWHM) along 
the anti-diagonal direction is 5.2 THz via Gaussian fitting, while along the diagonal direction 
it is only 2.4 THz. As mention in a previous discussion, the inhomogeneous linewidth 
definition depends on experimental timescale. Since the total experiment time is nearly 600 
fs, some rapid moves may freeze out as inhomogeneities which show as homogeneous 
dynamics in the conventional spectroscopy.  
 
We have demonstrated the ability to perform collinear 2D laser spectroscopy on the organic 
dye, Coumarin 102. The future work is to create increasingly more complex optical pulse 
sequences, which will allow for the extraction of increasingly detailed molecular electronic 
information, such as coupling between transitions. 
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Abstract 
 
We have investigated the thermoelectric properties of both Singlewall Carbon 

Nanotubes (SCWNTs) and Multiwall Carbon Nanotubes (MCWNTs). These nanotubes 

consisted of approximately 60% semiconducting and 40% metallic tubes. Nanotubes were 

randomly dispersed on a nonconductive glass substrate and thermoelectric properties were 

tested by creating a temperature difference.  Voltage (mV), current (µA) and resistance (Ω) 

were taken with respect to temperature difference (°C). Seeback coefficient and power 

factors were also calculated. The seeback coefficient of SWNTs was approximately 

0.124±0.008 (mV/ºC). On the other hand, for the MWCNTs that was about 0.06±0.007 

(mV/ºC). Moreover, as temperature difference increased resistance decreased for both 

SWCNTs and MWCNTs; however, SWCNTs showed lower resistance than MWCNTs. The 

experiment results validated that SWNTs displays better thermoelectric properties than 

MWNTs.  

 

Introduction: Carbon nanotubes show good thermoelectric responses at temperature difference. 
For example, at room temperature the thermal conductivity of Copper is 385 W.m-1.K-1 where at 
room temperature thermal conductivity of SWCNTs is 3500 W.m-1.K-1 [1]. Meanwhile, metallic 
carbon nanotubes have an electrical density 4×109 A/cm2 that is 1000 times greater than metals 
like Copper [2]. Energy harvesting and energy efficiency is a burning question in today’s world. 
However, application of carbon nanotubes for adequate output is very important. It is a great 
challenge to achieve the highest output by using the right materials for the right purpose.   
Because of the very good thermoelectric responses of the carbon nanotubes, lots of researches 
are going on to investigate the thermal behavior of carbon nanotubes. As an example, thermal 
stability of CNTs was investigated. Investigation revealed that [3] SWCNTs have better thermal 
stability than MWCNTs. That investigation also indicated that shorter CNTs are able to 
withstand higher thermal loads. Moreover, Young’s modulus of CNTs is at least as high as 
graphite and can be even higher for small SWNTs [4]. It also showed that Young’s modulus for 
MWCNTs are dependent upon the degree of order within the tube walls. Because of significant 
thermoelectric responses carbon nanotubes are currently being used as reinforcement to 
strengthen and stiffen polymers. For example, SiC does not display any thermoelectric 
responses. However, it was revealed that [5] a SiC and SWCNTs mixture showed thermoelectric 
responses in temperature difference. Carbon nanotubes are also being considered as possible 
conductors of electricity in advanced nanoelectronic devices. Moreover, the use of Carbon 
Nanotubes as materials for novel sensors, superconductor, solar cell, light bulb filament, etc. can 
be a great option.  
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Experimental Procedure: SWCNTs and MWCNTs were procured from cheap tubes. The 
average diameter for the SWCNTs was approximately 1.2 nm, and the 
length was approximately 1-15 micrometer. On the other hand, the 
average diameter for MWCNTs was approximately 4-12 nm and the 
length was 3-10 micrometer. The procured nanotubes were composed 
of 40% metallic and 60% semiconductor. Both SWCNTs and 
MWCNTs were in powder form. SWCNTs and MWCNTs were 

randomly dispersed on the nonconductive glass substrate and junctions 
were created at hot and cold side. Then voltage (mV), resistance (Ω) 
and current (µA) was measured using multimeter. Seeback coefficient and power factors were 
also calculated. For dispersing SWCNTs on the glass substrate, 
SWCNTs solution was prepared. SWCNTs solution was prepared by 
adding 50 mg of SWCNTs into 50 mL of 95% alcohol. The SWCNTs 
and alcohol mixture was sonicated for 14 minutes at 70% intensity as 
shown in figure 1. Afterwards, SWCNTs solution was placed on a 
nonconductive glass substrate and heated so that the ethanol vaporized. 

The result was randomly distributed SWCNTs on the nonconductive 
glass substrate. Then the junction was created on the hot side and the 
cold side as figure 2. Alumel (Ni-Al) was used for making the 
junctions. For the experiment, temperature difference was created between two junctions by 
keeping the hot side on the hotplate and the cold side on the ice. The highest temperature 
difference achieved in the experiment was approximately ∆T = 180 ºC. The same procedures 
were followed for MWCNTs experiments.   
 
Results and discussion: The thermoelectric properties of SWCNTs 
and MWCNTs were investigated in this research. When carbon 
nanotubes were randomly dispersed on the nonconductive glass 
substrate, nanotube junctions were created. Nanotubes junctions are 
shown in figure 3. Carbon nanotubes display a very good electrical 
response along to axial direction of the nanotube. However, it does 
not show significant electric response on the radial direction. That is 
one of the unique properties of carbon nanotubes.      
Carbon nanotubes displayed significant 
thermoelectric response on the temperature 
difference. As shown in figure 4, as temperature 
difference was increasing voltage was increasing for 
SWCNTs and MWCNTs. However, SWCNTs 
displayed higher voltage than MWCNTs. Moreover, 
seeback coefficient of SWCNTs was about 
0.124±0.008 (mV/ºC), whereas seeback coefficient 
of MWCNTs was about 0.06±0.007 (mV/ºC). 
Meanwhile, as temperature difference was increasing 

Figure 1: Sonication of SWCNTs 

Figure 2: Hot junction and cold 
junction 

Figure 4:  Voltage vs. Temperature (SWCNTs and MWCNTs) 

Figure 3: Nanotubes junctions 

Nanotube Junctions 
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current flow was increasing for SWCNTs and MWCNTs. However, as displayed in figure 5 
SWCNTs showed better current flow than MWCNTs at temperature differences. As shown in 
figure 6 the resistance slightly decreased for both SWCNTs and MWCNTs as temperature 
difference increased. In general, resistance supposed to increase as temperature difference 
increased. However, the experiment displayed different results. It’s because of the composition 
of CNTs that was used for the experimental 
purposes. The carbon nanotubes were composed 
of 40% metallic and 60% semiconductor. It was 
revealed that [6] carbon nanotubes resistance at 
temperature difference depends on the 
composition of metallic and semiconductor 
composition. Since carbon nanotubes were 
composed of 60% semiconductor, resistance 
showed a decreasing trend. Power factors (



2

. S
FP  ) were also calculated.  Power factors for 

SWCNTs and MWCNTs are shown in table 1.       
Table: 1 
 

Conclusion: From our experimental result we can summarize that as temperature difference 
increased the current as well as voltage increased for both SWCNTs and MWCNTs, and 
resistance decreased. However, if we analyze the results of current, voltage and resistance for 
both SWCNTs and MWCNTs, we can see that SWCNTs displayed better thermoelectric 
properties than MWCNTs. The higher seeback coefficient of SWCNTs demonstrated that 
SWCNTs have higher thermoelectric voltage response than MWCNTs.   
Acknowledgements: The author would like to thank Mechanical Engineering department of 
UTEP and University research grant for their support. 
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 Seeback Coefficient Power factors 

SWCNTs 0.124±0.008  (mV/ºC) 5.2×10-7 W.K-2m-1 

MWCNTs 0.06±0.007  (mV/ºC) 0.11×10-7W.K-2m-1 

Figure 6: Resistance vs. Temperature (SWCNTs and MWCNTs) 

Figure 5:  Current vs. Temperature (SWCNTs and MWCNTs) 
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Abstract 

A mixture of SiC (silicon carbide) nanoparticles and SWCNTs (single walled carbon na notubes) 
was randomly distributed using a direct deposition of particles on a glass substrate and the thermoelectric 
properties were measured a nd analyzed. The nanotubes were 0, 10, 25 a nd 5 0 wt% r espectively for 
different SiC+SWCNTs s amples. Voltage (mV), cu rrent (µA) and r esistance (Ω) were measured a nd 
Seebeck coefficients(S) and power factors (P.F) were calculated for different categories of samples. It has 
been observed t hat SiC na noparticles did not show a ny s ignificant thermoelectric properties. However, 
SiC w hen infused with S WCNTs s howed s ignificant t hermoelectric effects. E ven t hough t he s eebeck 
coefficient was in identical r ange with different wt% of  S WCNTs, current, r esistance a nd P .F. changed 
with wt% of S WCNTs. C urrent a nd P .F. i ncreased s ubstantially with t he increase of S WCNTs i n t he 
samples.  Finally, t he s tructures created were a nalyzed in a  SEM (scanning e lectron microscope). It has 
been revealed that fiber like SWCNTs created a randomly distributed network inside the SiC matrix and   
infused the thermoelectric properties in the combined SiC+SWCNTs material system.  

Introduction 
Although S WCNTs have b een shown to exhibit excellent mechanical, electrical a nd thermal 

properties [1], they cannot sustain high-temperature environments, for which their application in certain 
surroundings has been limited. Silicon Carbide is described as an attractive material for high temperature 
applications, along with having a low density (suitable for lightweight applications), and good mechanical 
properties; however, i ts electrical c haracteristics c orrespond t o t hose of a  s emiconductor. If t hese 
mentioned properties of SWCNTs were to be combined with the higher resistance to oxidation of silicon 
carbide the resultant material’s application would lie in the field of energy conservation, as materials with 
effective thermal a nd electric p roperties are sought to improve industrial processes where transfers are 
essential, such as turbines, where a high temperature environment.  The thermoelectric properties of each 
have b een s tudied i n t he pa st [2,3] but s o f ar the combined e ffects of  these m aterials h ave no t been 
recorded i n this manner. It is  desirable to find an ideal percentage combination of these materials for a 
specific a pplication a ccording t o i ts working t emperature a nd energy-distributing pr operties. Single-
walled nanotubes (SWCNTs) of 99% pur ity were thoroughly mixed with Silicon Carbide nanoparticles 
and their thermoelectric properties were studied a nd r ecorded. T he t hermal c onductivity of S WCNTs is 
found t o b e 3500 W /m.K a long t heir l ong t ube a xis, a nd 1. 52 W /m.K a long t he r adial a xis, a  h uge 
difference i n values; they a re stable up t o 2900 ° C. The thermal c onductivity of s ilicon carbide is 300  
W/m.K, maintaining stability up to 2730 °C. The electrical properties of SWCNTs include a resistivity of 
E-6 Ω.cm, a capability to carry a current density of 4 E9 A/cm^2, and a band gap varying from 0 to 2 eV. 
The electrical p roperties of  S iC c onsist of  a  r esistivity va rying f rom E 2 t o E 6 Ω.cm, with a band gap 
varying from 2.36 to 4.9 eV; silicon carbide is considered to be a semiconducting material. 
 
Experimental Procedure 

Silicon Carbide and SWCNT particles are distributed 
according to the amount of ethanol solution that is to be used; 
a certain amount of milligrams of particles is to be dissolved 
into the same amount of milliliters. A solution of 95% ethanol 
5% water is a dded t o t he measured particles. The mixture i s 
placed and a djusted on a  s onifier, w hich is t hen operated a t 
70% of its capacity for 15 minutes; two minutes of continuous 
sonication a re added. The s onication p rocess ensures t hat t he 
particles a re t horoughly distributed i n the substance f or later 

Figure 1 – Deposition of mixture on glass 
substrate. 
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study. A small amount of the mixture is taken with a clean pipette and carefully placed onto the working 
substrate, i n t his c ase g lass; t his is s hown on figure 1 . Once t he S WCNTs-Silicon C arbide mixture i s 
evenly distributed, it is t o be carefully placed on a  hot  plate, previously heated to 100 °C. T he leftover 
ethanol will then evaporate and the substrate will be left with a thin layer of pure mixture; this process is 
to b e r epeated s everal t imes until one can see a  clear, full line of product. Once t he s ample is f inished, 
electrodes must b e cr eated t o allow f or testing; th ese a re c onstituted o f s ilver epoxy a nd s mall a lumel 
wires. The recording of values will be done with the help of two multimeters. Alligator clips are placed on 
each electrode, a nd t he f ormer a re c onnected t o t he f irst m easuring device; a  t hermocouple wire i s 
connected t o t he s econd r ecording device, which will be  de stined for t emperature-measuring pur poses 
only. With this setup, one end of the thermocouple is placed on the hot plate (which is initially at room 
temperature), while the other is put on an ice pack, to create the temperature difference. The initial cold 
junction t emperature is r ecorded, a nd t he t hermocouple is p laced on t he hot junction f or t he r est of t he 
experiment. The temperature is allowed to rise on the hot plate up to a maximum of 200 °C; appropriate 
measurements are taken during this time. This process is repeated for different samples and combinations 
of S ilicon Carbide and SWCNTs. For further s tudy, the sample is analyzed on the SEM to observe how 
links are made at nanoscale.  
 
Results & Discussion 

A s ilicon carbide s ample was c reated t o r ecord i ts values a nd compare t hem t o t hose of  t he 
samples c ontaining S WCNTs.  According t o pr evious l iterature, i solated S ilicon C arbide pa rticles a re 
shown to exhibit no thermoelectric effect [4]. The performed experiments coincide with this statement; as 
shown in figure 2, the measured Seebeck coefficient for a SiC-only sample is found to be zero, 
corresponding to no v oltage d ifference w ith temperature increase. Additionally, no  c urrent w as f ound 
during the experiment, and resistance was found to be very large. The results shown below correspond to 
samples cr eated with 50 wt%, 25 wt% and 10 wt% c oncentration of SWCNTs. Voltage is measured to 
linearly increase in every test. Those performed on these samples act accordingly; nevertheless, while the 
50 wt% concentration sample shows higher values than the 25 wt% sample, t he 10 wt% specimen r ises 
above t he values of  t he latter a nd t hus doe s no t complete t he pr edicted t rend. W ith t hese values, t he 
Seebeck C oefficient i s ca lculated f or each s ample. T his number will give a  measurement of 
thermoelectric p ower; i n t his c ase, it s value was calculated by measuring the slope of each vo ltage-
temperature line. T he r esults a re s hown to be somewhat s imilar to each other, indicating that the slopes 
are close as well, as one can see in figure 3. The values for the Seebeck coefficients are depicted in table 
1.The found p ower f actors c an a lso b e s een in t his f igure, r elated t o t he S eebeck c oefficients i n a  
proportional manner according to the formula   . Current is shown to increase l inearly for each 
of the s amples measured; t he value of t he s lope differs according t o each c oncentration, however. The 
measured quantities correspond to micro amperes, which show that the value of current w ill not be 
significant, y et it  is  s till existent.  Figure 4 shows the values a nd slopes f rom these measured currents. 
According to the tests performed, resistance is shown to increase when the quantity of carbon nanotubes 
decreases; this result corresponds to standards set by previous knowledge as the conductivity of the 
former is much greater than that of SiC. If one observes figure 6, the sample with 10 wt% concentration 

of 

Figure 2-Voltage vs. Temperature Difference for SiC Figure 3- Voltage vs. Temperature Difference for SWCNTs 
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SWCNTs has a  resistance in t he 11000 ohm s, while t he 50 wt% concentration is shown t o b e b etween 
600 a nd 800 ohm s. I t i s a lso t o be  noted t hat r esistance i n individual s amples has be en observed t o 
linearly decrease as the temperature difference between junctions increases. The samples were analyzed 
in the SEM for a thorough observation of their link-forming properties; as one can see in figure 5 the size 
difference b etween b oth materials causes a n easy id entification o f each; th e p aths th at th e n anotubes 
create are randomized, and there appears to be an even distribution of materials. Nevertheless, this might 
not be the case i n the complete sample, and alternative methods must be s ought to standardize and 
analyze this composition. 

 
 
 

                              

 

 

 

 

 

                                                                                                   Figure 4-Current vs. Temperature difference curve 

                                  

Figure 5-Sample as seen in the SEM                             Figure 6-Resistance vs. Temperature difference curve 

Conclusion 
As t he graphs i ndicate, t he thermoelectric p roperties o f S iC-SWCNTs s amples a re f ound t o 

greatly increase with the addition of the latter particles. Although there is no great change for the Seebeck 
coefficient in t he t hree performed t ests, further experimentation must be performed in order to contrast 
this to other weight percentages. T he ideal mixture r atio of a material composed of t hese t wo kinds of 
particles will c onsist of the required thermoelectric p roperties for a  specified application. Additionally, 
further experimentation could be performed to test the mechanical values of this mixture. 
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ABSTRACT 

Graphene, the progenitor of all Graphitic components, has become one of the most 
exhilarating topics in both academia and industry for being highly promising in various 
technological applications.  A single layer of Graphite with sp

2 bonded carbon atoms densely 
packed in a honeycomb crystal lattice is known as Graphene.  The excellent mechanical, 
electrical, thermal –and nontoxic properties of graphene have intrigued the researcher to 
incorporate this material in space craft design (for having breaking lengths of 5000–6000 km 
at sea level and can conduct electrical power), lithium-ion-batteries (LIBs), super capacitors, 
solar cells and many other hi-tech propositions.  Its high specific area, strong nano-filler 
adhesion properties have made it not only an excellent choice for composites with excellent 
mechanical properties but also the high charge carrier and concentrations properties have 
made it promising candidate for nano-electronic devices.  However, synthesizing single layer 
graphene is still a problem and very few methods have been developed for its mass 
production thus limits its further application in industrial scale devices.  Therefore, we report 
a scalable method to synthesize graphene by modified Hummer’s method and graphene 
aerogel using freeze-drying.  Scanning Electron Microscopy and X-Ray Diffraction, 
Brunauer-Emmett-Teller (BET) surface area testing were used for the characterization of 
graphene and graphene aerogel.  Different parameters in centrifuge and horn sonication are 
used to control the geometry information of graphene and graphene aerogel.  Due to the high 
specific surface area and robust mechanical strength, this synthesized graphene and graphene 
aerogel have the potential to be used for electrode materials for electrochemical energy 
storage devices such as lithium-ion battery, super-capacitor to further enhance the specific 
energy density for the next generation mobile devices. 
  

1.0 Introduction 

Graphene, the recently discovered two dimensional materials, is a hot research topic in the 
nano-research world for having variegated material properties within itself and thus pacifies 
many research demands. The scientific community has been fascinated by its distinct 
difference with carbon nanotube (CNT) and fullerene, and exhibition of unique properties. 
Quantum Hall effect at room temperature, an ambipolar field effect along with ballistic 
conduction of charge carriers, tunable band gap and high elasticity are the important 
properties of graphene [4]. Instead of flat surface, undulated graphene surface is obtained 
because of thermal fluctuation and the rippled magnitude is about one nanometer [1]. Based on 
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number of layers, graphenes have been defined as Single layer graphene (SG), Bi-layer 
graphene (BG) and few-layer graphene (number of layers ≤ 10) [4].  
 
In periodic table we find C in IV A and therefore have 4 valence electrons with similar 
energies which facilitate easy hybridization. Out of 6 total electrons of carbons, 2 inner shell 
electrons belong to a spherically symmetric 1s orbital that is tightly bound and has energy far 
from the Fermi energy of Carbon. Rest 4 electrons give rise to 2s, 2px, 2py and 2pz orbitals. 
Distinct hybridization capability sets carbon apart from other materials and this allows carbon 
to form 0D, 1D, 2D and 3D structures [5]. Thus carbon has the ability to form 2D Graphene. 
 

2.0 Experimental Section 

2.1 Graphene Synthesis  

In our way of research, we used chemical oxidation method for synthesizing graphene. At 
first, we added 12mL of H2SO4 slowly to Graphite powder (3g 300 meshes, 99%), K2S2O8 
(2.5g), and P2O5 (2.5g) mixture. The solution was poured into a bottle and heated at 80°C for 
4.5 hours using a hotplate keeping it inside a water bath. After heating the solution was 
brought back to room temperature and was subjected to sonication for 2 hours. Then the 
solution was diluted with 0.5L of de-ionized (DI) water and filtered using a 0.2 micron Nylon 
Millipore filter to remove the residual acid. The product is dried under ambient condition 
overnight. After this pre-oxidation the mixture is subjected to Hummers Method. Then the 
pre-treated graphite powder and 120mL of concentrated Sulphuric Acid were stirred together 
in an ice-bath. Later 15g. of potassium permanganate (KMnO4) was added to the suspension 
maintaining vigorous agitation. The temperature was monitored during addition process so 
that the temperature would not exceed 20°C. Removing the ice bath the suspension 
temperature is brought 35±3° for 2 hours and then diluted with DI water (250ml). As addition 
of water evolved heat, it is then again kept in ice bath to keep the temperature below 50°C. 
The mixture was then heated for 2hours at 90°C. The diluted mixture then turns into brown 
color. It is then further diluted with 0.7 liters of water and for reduction 30% hydrogen 
peroxide (20ml) was added which made residual permanganate and manganese dioxide to 
colorless soluble manganese sulfate. Peroxide treatment made the suspension bright yellow 
and upon filtration yellow-brown filter cake was found. To avoid precipitation of the slightly 
soluble mellitic acid salt which was formed during reaction, the warm suspension was filtered 
and washed with 1:10 HCl aqueous solution (1L) to remove metal ions followed by 1L DI 
water to remove the acid. The obtained Graphite oxide was subjected to 0.5 wt% dispersion 
followed by dialysis to completely remove salts and acids. Then exfoliation was carried out 
by using digital horn sonicator for 30 mintues. The dispersed solution was subjected to 
centrifugation at 3000 r.p.m. to remove any un-exfoliated graphite oxide for another 30 
minutes which centrifuge has a rotor diameter of 14cm. Then we will freeze the solution 
bellow 0° and applying fridge drier we will get dry Graphene Oxide (GO). [1], [2] 
 
2.2 Reduction: The prepared Graphene Oxide is heated in a tube furnace up to 600°C with a 
heating rate of 5°C/min in Nitrogen atmosphere and kept there for 2h for the complete 
reduction of GO to Graphene. 
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(a) 
(b) 

Figure 1. (a) SEM image of single layer 
graphene overlapping each other (b) 
SEM image of few layer graphene.  
 

(a) (b) 

Figure 2. XRD pattern of (a) Pure 
Graphite (b) Oxidized Graphite.   

 

3.0 Results and Discussion  

Scanning Electron Microscopy (SEM) was performed for understanding the degree of 
exfoliation. From the SEM image in Figure 1(a) it is clearly visible that single graphene layer 
is overlapping each other and Figure 1(b) shows few layer graphene stacking together. X-Ray 
diffraction (XRD) was used for understanding the degree of oxidation. As pure graphite was 
bonded with oxygen after oxidation, the interlayer distance was increased which can be 
understood by observing the pick shift in XRD patterns. 2θ value for the pick in graphite 
oxide decreased.  
 

4.0 Conclusion 

Research has been done for synthesizing this single layer graphene in a mass basis which will 
be incorporated into making nano-composites with excellent mechanical properties and 
electrode materials for energy storage devices. Sonication time and energy have impact on 
dispersion and exfoliation of the graphene nano sheet.  
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ABSTRACT 
Central finite-volume (FV) schemes are a subset of Godunov-type methods for solving 
hyperbolic conservation laws, widely known for their simplicity. Among the advantages of 
these schemes are that they do not require Riemann solvers or characteristic decomposition 
and grid staggering. These characteristics make them different from upwind schemes so that 
they can be used for solving a wide range of problems governed by conservative systems, 
including geoscience problems. In this work we demonstrate the performance of four 
different schemes, which are based on the central FV framework. The four central schemes 
considered for linear transport problems are the Kurganov-Petrova (KP), a third-order central 
Weighted Essentially Non-Oscillatory (WENO-33), a fifth-order dimension-splitting WENO 
(WENO-5), and a combination of WENO-33 and WENO-5 (WENO-35). For numerical 
modeling of the transport of trace constituents in atmospheric models positivity-preserving 
solution is essential. However, WENO schemes are not strictly positivity-preserving and can 
produce minor spurious oscillations in the numerical solution. In order to address this issue a 
bound-preserving filter along with an additional flux correction step are employed. Both 
these techniques are inexpensive and effective. These FV schemes are semi-discrete, and the 
time integration is performed with a third-order or fourth-order strong-stability preserving 
Runge-Kutta scheme, depending on the order of the spatial discretization. The numerical 
schemes are evaluated with several benchmark tests, on a 2D Cartesian plane and the cubed-
sphere geometry, which accentuate accuracy and conservation properties.  
1. Research Description:  
1.1. Motivation: 
Atmospheric numerical modeling has been going through drastic changes over the past 
decade, mainly to utilize the massive computing capability of the petascale systems. This 
obliges the modelers to develop grid systems and numerical algorithms that facilitate 
exceptional level of scalability on these systems. The numerical algorithms that can address 
these challenges should have the local properties such as the high on-processor operation 
count and minimum parallel communication i.e. high parallel efficiency, it should also satisfy 
the following properties such as inherent local and global conservation, high-order accuracy, 
geometric flexibility, non-oscillatory advection, positivity preservation. 
1.2. Central Finite Volume Schemes: A Possible Solution 
To address the above-mentioned properties, I considered high-order Central Finite-Volume 
(FV) schemes. Central FV schemes are a subset of Godunov-type methods for solving 
hyperbolic conservation laws, widely known for their simplicity. The FV methods offer 
inherent conservation property and geometric flexibility to adapt to complex grid systems, 
and have the potential to exploit current massively parallel petascale computers. The 

CENTRAL FINITE-VOLUME SCHEMES IN GLOBAL 
ATMOSPHERIC MODELS 

K. Katta12*, R.  Nair1, V. Kumar2 

1National Center for Atmospheric Research, Boulder CO 80305, USA 
2 Computational Science Program/Mechanical Engineering, El Paso, TX 79968, USA;  

* kkkatta@miners.utep.edu 
 

Keywords: conservative transport; central finite-volume; non-oscillatory; positivity 
preservation; cubed-sphere; deformational flow; high-order WENO 



advantages of these types of schemes include, free from Riemann solvers or characteristic 
decomposition and grid staggering. Note that exact Riemann solvers do not exist for many 
practical problems, and they are often computationally expensive. These characteristics make 
them different from upwind schemes, and universal methods, which can be used for solving a 
wide range of problems governed by conservative systems (partial differential equations) that 
can be written in integral control-volume form over a domain including geosciences 
problems. Design or choice of the grid system for the computational domain also plays a vital 
role in overall efficiency of the modern FV based model. For example, the global FV climate 
model based on conventional latitude-longitude spherical grid system has stringent limitation 
to scale to massively parallel machines. Because of the computational problems (including 
scalability issues) associated with the polar singularities, latitude-longitude grid system is not 
considered for the next generation global modeling. Other choices for global grid systems 
that can provide quasi-uniform grid structures (control-volumes) are icosahedral hexagonal 
grid, Yin-Yang grid and cubed-sphere grid. However, the cubed-sphere grid system is very 
well suited for FV discretization, because the underlying control-volumes (grid cells) are 
logically rectangular, facilitating an easy implementation. Moreover, the cubed-sphere grid 
system is free of polar singularities, and its grid uniformity leads to excellent parallel 
efficiency. Due to the characteristics of the cubed-sphere grid, it has been adopted for the 
proposed global FV transport schemes. 
2.3 Current Research 
High-order central finite-volume schemes for linear transport problem and Shallow-
water model on the cubed-sphere. 
In my work, I demonstrated the performance of four different schemes, which are based on 
the central FV framework. The four schemes considered are Kurganov-Petrova (KP) (see 
Kurganov and Petrova 2001), a compact central Weighted Essentially Non-Oscillatory 
(WENO-33) (see Levy et al. 2000), a fifth-order WENO (WENO-5) (see Byron and Levy 
2006), combination of WENO-33 and WENO-5 (WENO-35), for a linear transport problem 
on the sphere. For numerical modeling of the transport of trace constituents in atmospheric 
models, a non-oscillatory, positivity preserving solution is essential. WENO schemes produce 
spurious oscillations in the numerical solution; to address this issue a Bound-Preserving filter 
is employed, to further achieve strictly positive-definite solution an additional flux correction 
step is implemented. Both the techniques are inexpensive and effective. A third-order or 
fourth-order Strong Stability Preserving Runge-Kutta time stepping scheme based on the 
order of the spatial discretization is used. The numerical schemes are evaluated with several 
benchmark tests, on a 2D Cartesian plane and cubed-sphere geometry, which accentuate 
accuracy and conservation properties.  
The above-mentioned central FV schemes are then extended to a full shallow water model on 
the cubed-sphere in curvilinear coordinates. The shallow water equations (SWE) are the 
simplest form of the equations of motion used to describe the evolution of an incompressible 
fluid in response to gravitational and rotational accelerations on the surface of the sphere. The 
SWE are derived from the Navier-Stokes equations, which describe the motion of fluids. 
Accuracy tests are then performed for the SWE for the test problems as proposed in the 
climate simulation community which include Global steady state nonlinear geostropic flow, 
Steady state zonal geostropic flow with compact support, Forced nonlinear system with a 
translating low, Zonal flow over isolated mountains, Rossby-Haurwitz wave. My 
contributions include the demonstration of the above-mentioned schemes for atmospheric 
modeling, which are implemented for the first time on a cubed-sphere. The results obtained 
from the experiments are quite impressive (The results from the moving vortices test are 
shown in the figure below, the error norms can be compared to many schemes being 
developed, like Nair and Lauritzen (2010), Putman and Lin (2007), etc.). This may give the 
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opportunity to better understand the atmosphere and can achieve accurate prediction of the 
future climate. 
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ABSTRACT 

Single tank thermocline thermal storage system (TES) is such a system in which both hot and 

cold heat transfer fluid flows simultaneously. The temperature gradient zone is named as 

thermocline. Maintenance of this thermocline region in a single tank TES system during the 

charging and discharging cycles for a concentrating solar power (CSP) plant depends on the 

uniformity of the velocity profile at any horizontal plane. We check the velocity distribution 

for a pipe flow distributor influenced by the dimension which includes the diameter of the 

main pipe, distributor pipes, holes, distance between holes, number of holes and holes 

position in the distributor pipe. Our research focuses on the computational analysis of the 

dynamics Hitec
®
 molten salt as a heat transfer fluid for various distributor configurations 

using the commercial software GAMBIT 2.4.6 FLUENT 6.1. Our objective is to optimize 

uniformity of velocity distribution to maintain the hot and cold thermal fronts by varying the 

geometry of different types of flow distributor. We compared the standard deviation of the 

velocity field at various positions of the tank height for each configuration to assess the 

uniformity of velocity distribution and mixing of the cold and hot region.  

 

Introduction 

 

Advanced research on thermal energy storage (TES) coupled with renewable energy pulling 

its concern to concentrated solar power (CSP). Solar energy that we get from sun is the most 

available convenient sources of energy. It is abundant to meet the current demand of energy. 

But because of its intermittent nature solar energy can only be utilized at sunny day. So it 

needs to be stored for continual supply during peak demand and to stabilize the fluctuations 

of energy. TES, employed by CSP, is the solution to reserve solar energy and enabling it to 

produce electricity when the sunlight is not available. 

 

TES comprises a number of technologies for storing solar power on heavy scale which can be 

stored for later use and single tank thermocline is one of them. In single tank thermocline 

system both the hot and cold fluid placed in the same tank. In this system the two regions - 

hot and cold temperature region is disjoined for all operating period. These two regions 

separated by a temperature gradient known as thermocline. The hot fluid positioned at the top 

and the cold fluid at the bottom of the tank. When the system is charged the cold fluid is 
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drained from the bottom of the tank, heated up by the solar field and returned through the top 

of the tank. In the discharging period the hot fluid drawn from the top of the tank and cooled 

down while passing through the power conversion equipment [1]. 

 

Theory 

 

We analyze the pipe flow distributor of different geometry to check the velocity distribution. 

Fig.1 shows the schematic diagram of pipe flow distributor and single tank storage system . 

 

  

 
 

 

 

 

 

 

 

 

 

Fig.1. Schematic diagram of pipe flow distributor and single tank storage system 

 

The dimension of the single tank is     height and     diameter [2]. For pipe flow 

distributor the inlet diameter is     . The main pipe diameter varies by      and     , 

distributor pipe diameter is      and the hole diameter is     . The number of holes and 

distance between holes are varied along with the different number of distributor pipes. 

The hot fluid comes in from the top of the tank, which is inlet and the cold fluid goes out 

from the bottom of the tank which is outlet. 

The average velocity is calculated by the following formula 

            
   

  
    

The inlet velocity of the fluid should be         for the tank height and diameter    . 

To be fully charged by 6 hours. 

Velocity at any point is compared to the average velocity. From the variation of these two 

velocities, percentage deviation of velocity can be obtained by the following formula 

       
         
 
   

 
        

0.5m 
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Near the inlet and outlet this deviation will be high and at the middle of the tank the desired 

value will be lower. So the thermocline region will be conserved on this way.  A MATLAB 

code is developed to compare the results for all cases within a plot.  

Result and Discussion 

We did the computational analysis of different configuration of pipe flow distributor. We 

varied the number of distributor pipes by 6, 7, 8 & 9; distributor holes by 88, 104, 120, 140, 

144 &168; holes position at the top of the distributor pipe near the inlet and at the bottom 

neat the outlet and the other way around. The percentage velocity deviation varied from 

0.28% to 0.59% for different cases. From the result, that we got by doing the computational 

analysis using the commercial software FLUENT 6.3, we analyzed the performance of the 

distributor. In ideal case the velocity at the middle of the tank is assumed to be equal to the 

average velocity          . We compared the results with ideal case and come up an end 

that the performance of the flow distributor is influenced by the geometry of the distributor. 

The following Fig.2 represents the graphical picture of the percentage deviation of velocity 

distribution at different height of the single tank. 

                                       

 

Fig.2. %Velocity deviation vs. height of the tank 

Conclusion 

To maintain the hot and cold thermal front in a single tank TES system we have studied 

different geometry of flow distributor considering different parameter and observed the 

numerical results to make a comparison with the theoretical values. We get to know that the 

velocity distribution is influenced by the number of distributor pipes, number of holes and 

holes position. It has also been influenced by the dimension of the pipes. In our future work 

we will check the velocity distribution contour for these cases to determine effective 

parameter for designing a flow distributor, impact of turbulence and the thermal effect.  
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ABSTRACT 

The bacterially-mediated oxidation of ferrous iron [Fe(II)] in environments where its oxidation 
is otherwise unfavorable (i.e., acidic and/or anaerobic conditions) results in the formation of 
ferric iron [Fe(III)] precipitates. The mineralogy and morphologies of these precipitates are 
dictated by the solution biochemistry. In this study, we evaluated Fe(III) precipitates that formed 
during aerobic bioleaching experiments with Thiobacillus ferrooxidans (T. ferrooxidans) and 
ilmenite (FeTiO3) and Lunar or Martian basaltic stimulant rocks.  During the experiments, the 
bacteria actively oxidized Fe(II) to Fe(III), resulting in the formation of white and yellow-
colored precipitates. In our initial experiments with both ilmentite and basalt, High-Resolution 
Scanning Electron Microscopic (HRSEM) analysis indicated that the precipitates were less than 
5µm and mostly nanometer-scaled, white, and exhibited a platy texture.  Networks of 
mineralized bacterial biofilm were also abundant.  In these cases the white precipitates coated 
the bacteria, forming rod-shaped minerals 5-10µm long by about 1µm in diameter. Energy 
Dispersive Spectra (EDS) analysis showed that the precipitates were largely composed of Fe and 
phosphorous (P) with an atomic Fe:P ratio of 1.  Additional experiments were performed where 
the growth media was altered to determine differences in the resulting precipitates.  
HRSEM/EDS analysis confirmed the presence of minerals with much higher Fe:P ratios (2) 
and much smaller Fe:S ratios (0.15).  This suggests that the change in growth media chemistry 
was reflected in precipitates that were rich in S and poorer in P.  Our results have implications 
for the interpretation of solution chemistries and precipitation mechanisms associated with 
biologically-mediated Fe(III)-minerals on Earth, but might also provide insights into possible 
biosignatures in extraterrestrial systems. 
 

1.  Introduction 

For future space exploration the ability to extract resources from other planets, moons, and 
asteroids will become important. A possible alternative to high-temperature combustion and 
reduction methods for producing desirable metals from basaltic rocks and ilmenite is 
bioleaching[1]. Leaching experiments were conducted  with T. ferrooxidans and basaltic rocks 
(Lunar and Martian simulant rock) and the mineral ilmenite (FeIITiO3) under acidic conditions. 
All the Fe(II) for chemical energy was supplied by the mineral or rock. Our goals were to (1) 
explore bioleaching technologies for the in-situ resource utilization of planetary materials; (2) 
provide insights into possible biosignatures formations, and (3) provide new insights into 
terrestrial weathering processes under acidic pH conditions. 
 

2.    Background 

2.1 T. ferrooxidans Metabolism 

T. ferrooxidans is a Gram-negative, autotrophic (self-nourishing) bacterium.  The bacteria are 
also known as Acidithiobacillus ferrooxidans (A. ferrooxidans) because they grow best under 
acidic conditions (acidophilic) [2].  Unlike plants that utilize light energy, these bacteria oxidizes 
inorganic compounds like Fe(II) to acquire chemical energy[3]. In this case, atmospheric oxygen 
is reduced to water as a byproduct; however, we envision that ultimately we will utilize iron-
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oxidizing bacteria that use alternate electron acceptors. Because oxidized iron is largely 
insoluble, this process can result in the production of Fe(III)-oxide, -sulfate, or –phosphorous 
minerals depending upon the solution chemistry. 
 

2.2 Heap Bioleaching  

Heap leaching involves crushed ore being piled onto an impermeable base and an acidic leach 
solution like sulfuric acid (H2SO4) percolating through the system.  The crushed ore is aerated to 
promote the microbial oxidation of iron and sulfur compounds, this is also called biomining[1].  
Metals are recovered from these acidic solutions and are further refined by processes such as 
solvent extraction and electro plating.  Microbes present in the heap increase the amounts and 
rates of mineral dissolution and metal solubilization. For example, the presence of T. 

ferrooxidans can enhance leaching by more than 100 fold compared to leaching absent of 
bacteria[5].   
 
3.  Objectives 

 To determine whether the small amounts of Fe(II) in minerals like pyroxene and olivine 
within Lunar and Martian simulant basaltic rocks and the mineral ilmenite can support 
the metabolism and growth of T. ferroxidans.   

 To determine whether more iron could be extracted from the rock in biotic systems than 
in biotic systems. 

 To determine the minimal amount of growth nutrients needed to support the growth of 
bacteria in the experimental systems. 

 To characterize any Fe(III)-minerals that formed as a result of the experimental leaching. 
 To determine how the character and mineralogy of Fe(III)-minerals changed with 

changes in the experimental growth media. 
 
4.  Results 

4.1 ICPOES Data.  The graphs in Fig.1 show that Fe(II) was removed from the experimental 
solutions in the presence of iron-oxidizing bacteria, confirming metabolic activity.   

   
 
 

Fig.1. (a) and (b) show the concentration of Fe(II) in 
ilmenite and Lunar samples with the influence and 

absence of T. ferrooxidans, respectively.  (c)The Fe (II) 
is going into solution in the control experiments, and the 
bacteria is converting Fe(II) to Fe (III) at the same rate 

that Fe(II) is coming into the system. 
 
 
 
 

(b) (a) 

(c) 
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4.2  HRSEM/EDS Results. The photographs below show a variety of Fe(III)- precipitates that 
formed during leaching experiments. Depending upon the growth media conditions and pH, 
Fe(III)-phosphate, - sulfate, and –oxide minerals were formed. 

 

 
 

Fig.2. (A) Photograph of 
Fe(III)-phosphate and 

bacterial spheres that formed 
during leaching of ilmenite. 
(B-D)  HRSEM images of 

the Fe(III)-phosphate  
biominerals. Bacteria strands 

are coated with Fe(III)-
phosphate. 

 

 

 

 

 

 
 

 

Fig.3. HRSEM EDS data from Fe(III)-precipitates for the 
original growth media, different pH levels, the P was 
diluted by an order of magnitude, and the overall growth 
media was limited. Precipitates could be broken into 3 
different fields based on their Fe:P and Fe:S ratios. to 
lower.   
 

 
 

4.  Conclusions 

 The small amounts of Fe(II) available in basaltic rocks (and ilmenite) supported the 
metabolism of T. ferroxidans. 

 We were able to track this microbial activity even in systems that were severely-nutrient 
limited. 

 A variety of Fe(III)-minerals were formed, depending upon the chemistry of the 
experimental solutions. 

 Regardless of the Fe(III)-precipitates formed, they all had in common morphological 
features suggestive of bacterially-mediated growth. These morphological features may 
be useful as biosignatures. 
 

5.  Future Work 

 Electron diffraction analysis will be performed to better identify mineral phases.  We 
will create a working bio-reactor for these systems and test systems where the mineral 
apatite [Ca5(PO4)3(OH,F,Cl)] is the only P nutrient source for bacterial growth. 
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Abstract 

 Fluid flow through porous medium at pore-scales is investigated. For the porous media 
grid building, a set of CT-scans were taken from a sandstone sample from an oil reservoir. These 
CT-scans were taken with the help of a medical imaging machine, so that the outcome would be 
a stack of the previously mentioned images or CT-scans. Simulation of imbibitions and drainage 
were also performed on simpler geometries, so that the physics and behavior could be proven 
correct, following the capillary pressure and conductance resistances principles. 

 A three dimensional computational model was produced using Image JTM and Scan IPTM. 
Two-phase Volume of Fluid (VOF) simulations were performed using FluentTM code. A good 
comparison of the model was obtained using a pore network for the drainage. The contact angle 
was found to have a significant impact on the micro scale physics in the numerical Fluent 
imbibition simulations. Plans for future work are also presented. 

 

1 Introduction 

 

1.1 Application and Objective 

The carbon dioxide (CO2) sequestration has the potential to significantly reduce the 
amount of pollutants released to the atmosphere, and by consequence reducing the greenhouse 
effect on the global climate. This technique is very proficient for enhanced oil and natural gas 
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recovery. To predict the behavior of the motion of CO2 on the geologic repositories, accurate 
models for single phase and two phase flow in porous media under various conditions need to be 
constructed. The primary objective of this work is to improve the methods used to study flow 
motion in the micro-scale, so that the models can be used to determine and predict potential 
processes within CO2 reservoirs. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2 Procedure 

 

2.1 Image Pre-processing 

For the image pre-processing the freeware Image J was used. The stack of CT-scans was 
received in grayscale. After performing some smoothening, of these images the thresholding can 
be done, which will help to process the images as binary data for the following step. It is also 
important to do some scaling and cropping to eliminate the regions that are not of interest, in 
order to avoid memory limitation issues. As a parameter for future comparison, a three 
dimensional reconstruction of the model can be made in this software. 

2.2 Image processing and Meshing 

In the first case, the Iso2Mesh (1) was to process the binary images obtained from Image J 
and used to generate a surface mesh on the structure while extracting the information of the 
location of nodes and faces. This information was then written in form of a Journal file. This file 
provides commands to Gambit to plot the nodes and create the faces of the structure. Once the 
structure is re-created in Gambit a volume can be created and disconnected space can be deleted. 
The final meshing process can proceed and boundary conditions can be applied before in order to 
output a case file for Fluent. 

For the second case, the processing and the meshing of the images obtained from Image J, 
was performed with help of the software Scan IP was used. In this step the unconnected space 
throughout the rock is deleted and then the three dimensional model is constructed. Once the 
reconstruction is completed a smoothening process is very helpful to obtain a better resolution of 

Figure 1. 
Schematic of the 
Geological Storage 
options for CO2 
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the 3-D model. The meshing process is also done with this software which gives the user the 
freedom of choosing the solver that will be used for the simulation, which in this study was 
Fluent, and many other parameters for the volume and face meshes before the final case file for 
Fluent is produced. 

2.3 Numerical Solver 

The numerical solver used for these simulations was Fluent 5/6. Various simulations were 
performed with both air and water to better understand and describe the physics and behavior of 
fluid flow through a porous medium. Simple boundary conditions were used in the process such 
as a velocity inlet plane at the bottom of the rock and a pressure outlet set at the top plane of the 
model. All the cases were performed under the condition of steady state and only using single 
phase flow. 

In an effort to perform a two phase flow simulation on this type of rocks, it was necessary to 
confirm the physics of the model at the micro scale. Consequently, imbibition and drainage 
unsteady flow simulations were performed on a two dimensional grid consisting of two parallel 
throats of different diameters, where it could be observed if the fluid was following the correct 
path as theory and previous experimental result dictate. 

2.4 Post-Processing and Results. 

For post-processing Fluent was also used. As it was very complicated to visualize the 3-D 
single phase flow simulation, cross-sectional planes were created starting from the inlet and 
swept in the z-axis direction to better understand the behavior of the velocities and pressures of 
the flowing fluid with respect to the geometry of the rock. As for the two phase flow simulation, 
successful results of the imbibition and drainage models were obtained which assured the 
reliability of the Fluent results for a 3-D multiphase flow model.  

4. Conclusion and Future Work 

With positive results obtained for the single phase flow simulations, there is more 
confidence in the process developed to be able to further study and investigate multiphase flows 
through a porous medium. Currently, two phase flow models are being developed and 
investigated. Since it is necessary to produce a model in the micro-meters scale, the meshing 
process becomes more complex and several iterations had to be tested in order to find a model 
that could be good for the CFD simulation. This meshing process is being investigated in order 
to produce a mesh of the model that can be useful without having to modify parameters. 
Nonetheless several more complex 2-D and 3-D models are being developed in order to assure 
that the case set-up is correct before it is implemented on a complex geometry such as a porous 
medium. 
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Abstract 
 
A s emiconductor m anufacturing facility typically consumes 300-400 M Wh e lectricity in the 
daily operation. Integrating wind and solar energy into the production process reduces the carbon 
footprint a nd s ustains t he business gr owth. A ke y c hallenge in de ploying the renewable 
technologies is t he p ower v olatility. We investigate a  g rid-connected d istributed g eneration 
system comprising wind and solar power to accommodate the daily e lectricity needs in a wafer 
fabrication environment. The study shows the renewable energy is cable of mitigating the carbon 
emission, enhancing t he energy s tability, and achieving cost savings in r egions where t he w ind 
speed is above 4.8m/s or the overcast days are less than 35% of the year. 
 

1. Introduction 
 
Semiconductor w afer fabrications, a lso k nown as w afer fabs, consume a l arge amount of  
electricity in daily pr oduction. As s mart gr id initiatives, d istributed ge neration ( DG) systems 
comprising wind t urbines ( WT) a nd s olar P hotovoltaic ( PV) s ystems emerged a  promising 
technology to meet the growing energy needs in the next 20-30 years. Deploying DG systems in 
wafer fabs is ab le t o c ontrol a nd r educe t he g reenhouse g ases e mission. H owever, a k ey 
challenge in deploying WT and solar PV systems is the power intermittency as the energy yield 
depends on the wind speed, weather condition, and geographical locations [1]. 
 

2. The Research Objective 
 
Although t he d irect g reenhouse g ases e mission from w afer fabs is less t han 1 0% in t he g lobal 
carbon e mission, t he semiconductor industry is pr oactively a nd v oluntarily r educing its 
emissions o n a  g lobal basis. The t ransition t owards to a  s ustainable manufacturing p aradigm 
creates gr eat opportunities for w afer fabs to c ontribute t o a g reen s ociety e ither d irectly o r 
indirectly. 
 
Wafer fabs ca n make d irect c ontributions t o the g reen s ociety t hrough e nergy saving. T hese 
include: 1)  de signing gr een semiconductor products that us e l ess e nergy; 2)  us ing 
environmentally benign materials t o m ake s emiconductor de vice; a nd 3 ) b uilding s ustainable 
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fabs that use less energy to make chips. The ITRS has set aggressive goals for the semiconductor 
industry t o d ecrease the en ergy from t he cu rrent 1 .9 k Wh/cm2 to 1. 2 k Wh/cm2

 

 by 2016 [ 2]. 
Indirect c ontributions t o the p rotection o f t he e nvironment include: 1)  pr oviding pr oducts that 
enable customers and society to save energy during the operation; and 2) designing products that 
enable energy savings at the assembly and final system level.  

This research a ims to conduct a lifecycle cost assessment which guides the modeling, a nalysis, 
and integration of a cost-effective DG system in large wafer fabs. The DG system comprises WT 
units, solar PV panels, a net metering system, and a substation connected to the main grid. Figure 
1 shows the grid-unconnected DG system under study. 
  

Wind Turbines Solar PV Substation with Grid Wafer Fab

 
Figure 1. A grid-connected DG system integrated with renewable power. 

 
The objective of the study is to determine the types and capacity of WT, solar PV, and substation 
such t hat the l ifecycle cost of t he DG system is minimized subject to a lo ss-of-load probability 
(LOLP) constraint. It is assumed that WT generate electric power during the day and night; the 
solar PV system produces power from 7 am to 7 pm each day. The net metering system allows 
the w afer fab t o se ll t he su rplus renewable electricity back t o the u tility co mpany if t he 
renewable power ex ceeds t he load. T he su bstation is u sed a s a  c ontingency w hen t he load 
exceeds the total a lternative power. The lifecycle costs include the D G in stallation, operations, 
maintenance, and utility bills. The system profit includes tax credits and the revenues generated 
when selling surplus a lternative e nergy t hrough t he net metering. Wafer fabs located in Dallas 
TX, Phoenix, AZ, a nd P ortland, WA are u sed t o compare how d ifferent locations and w eather 
conditions affect the energy yield of the DG system.  

 
 

3. The Research Methodology 
 
To s olve t his highly non-linear mixed integer s tochastic p rogramming, a co mputer s imulation 
model i mplemented b y W ITNESS simulation software i s de veloped t o mimic t he w ind speed 
and solar radiation, based on which the actual energy production is predicted. The output of WT 
and solar PV is a stochastic process as the energy production depends on the weather condition, 
the clock t ime, and calendar d ate. T he s imulation model coupled w ith a  simulation-based 
optimization algorithm is used to determine DG type and sizing to minimize the cost over the 20-
year h orizon. T he a lgorithm has five co ntrollable f actors: choice o f 1 MW WT, 2  MW WT, 3  
MW WT, t he capacity o f PV system, a nd t he capacity o f t he substation. T he s imulation-based 
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algorithm u ses linear r egression t o ap proximate t he d esired co nfiguration for t he w afer fab, 
followed by a Central Composite Design (CCD). After obtaining values through the CCD for the 
determined setting, t he best solution is c hosen a s a n incumbent. A metamodel is t hen created, 
and it is subject t o optimization u sing t he G eneralized R educed G radient A lgorithm o n E xcel 
Solver under a  multiple starting p oint scheme. A fter a p otential minimum is o btained, t hree 
stopping cr iteria ar e checked: 1) the p otential minimum belongs t o the o riginal CCD; 2 ) t he R  
squared is 100%; or 3) a predefined maximum number of iterations have been achieved.  

 
The software used in this study includes Excel Solver, Minitab, and Matlab, for the s imulation-
based a lgorithm. WITNESS s imulation s oftware w as us ed f or m odeling a nd pr edicting t he 
instantaneous power and annual energy production of the distributed generation system. 

   
4. Preliminary Results  

 
The results show that from purely economic point of view, integrating the solar PV technology 
into w afer fabs implies 2 0-25% of additional cost on top of t he ba seline cost. T he major co st 
component is t he capital investment o n PV systems. Current PV cost is  $ 4-5/W which is  more 
than twice higher t han t he w ind t echnology. T he s tudy indicates that WT technology i s more 
attractive as energy can be produced 24 hours a d ay across the year. Our analysis shows that if 
the av erage w ind s peed e xceeds 4 .8 m/s in a r egion, W T becomes a reliable an d af fordable 
alternative energy resource to power the manufacturing facility. 
 
A direct benefit of adopt WT and PV technology is to improve the LOLP performance. The study 
shows t hat i f 20%  of t he load i s s upplied by r enewable power s uch as  PV o r W T, the LO LP 
drops by  50% . I t i s a lso w orth o f mentioning that the s ystem c ost i n o ur s tudies may be 
overestimated. I f t he w afer fab s imply d ecides t o m eet t he b aseline L OLP, t he minimum 
substation capacity needed is lower than the current baseline. Hence the total DG system cost is 
expected to decrease owning to the reduced installation cost of the substation. 
 

5. Conclusion  
 
In summary, this study proposed a probabilistic-based method to design a sustainable DG system 
to s upply t he e lectric e nergy for large m anufacturing f acilities s uch as w afer f abs. T he 
probabilistic me thod blended within a s imulation model is developed to characterize the power 
volatility a nd load u ncertainty. T he r esults s how that i f w e co nsider t he growing trend o f t he 
utility price and uncertain fossil fuel for the next 20-30 years, the decision on installation of WT 
and solar PV becomes more supportive. This will absolutely increase motivation for those chip 
manufacturers seeking t o build e nvironmentally f riendly facilities which are self-sustained a nd 
cost-effective in a long-term perspective.  
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ABSTRACT 

This research aims at studying decision support tools w hich can h andle the infrastructure of 
bio-fuels su pply chain. Though th ere h ave b een se veral models deve loped to an alyze 
productions of  bio-fuels and feedstock based on certain criteria , literature revie w su ggests 
that there have been minimal attempts to develop research on the supply and delivery issues 
of thes e s ources. To h andle this issue, w e w ill tak e the firs t s tep at b etter id entifying th e 
distribution factors that play a key role in developing and refining the infrastructure necessary 
to deli ver bio-fuels, and then  dev elop a si mulation model for evaluating a range of future 
biofuels distribution scenarios. 
  

1 Goals and Objectives 
Increased demand for, and volatile c ost of, fossil fuels has aug mented t he interests in 
developing technologies that can lev erage alternative energy sources, including bio-fuels. A 
wide sp ectrum of organizat ions, from established research fir ms t o new  startups, are 
investigating the f easibility of differe nt st ocks and process technolog ies in produ cing b io-
fuels [1] – [9]. However, research on the supply  and deli very issues of th ese sources has been 
minimal. Aside from a handful of government reports and one practitioner conference, formal 
investigation of supply chain and distribution issues of bio-fuels is essentially absent.  
 
This research study has two major aims. First, we take the first step at better identifying the 
distribution factors that play a role in developing and refining the infrastructure necessary to 
deliver al ternative fuels.  Clearly there  ar e many process stages t o produce and deliver bio-
fuels. F or e xample, whether large and centralized or s mall and d ecentralized processing 
plants are more viable for a specific fuel is critical to its su ccess in the marketplace. Second, 
unlike other studies on the top ic acknowledging the fact that traditional sources of fuel (i. e. 
petroleum, natural gas, et c.) will not readi ly disappear fro m the co mpetitive l andscape, w e 
focus on the dynamic nature of how the “new” and “old” energy sources may ultimately co-
exist by adjusting their geograph ic product offerings based on production c osts and energy 
content. We int end to d o so by develop ing si mulation model th at allows for s imultaneous 
analysis of the distribution network of various sources of energy. 
 

2 Re search Method 
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This research ai ms to stud y a sim ulation modeling of ov erlapping distributi on sy stem fo r 
transportation fuel . We believ e that a n im portant and missing ele ment on the viability of 
fossil fuels can be remedied through simultaneous analysis of distribution systems for various 
sources of t ransportation fu el. We wi ll fi rst inves tigate scenarios v arious ind ependent 
distribution systems for delivering alternative fuels throughout the contiguous United States. 
Then we will extend our model to handle several different fuels at various BTU contents, and 
different sources of crop grow th. Viable  r ange and n ecessary infrastructur e w ill b e 
determined based the field research of the project. Furthermore, supply systems become more 
advanced as product/process/distribution and tr ansport innovations standardize or streamline 
the value chain steps. As such, the sy stem can be changed to r eflect technological advances, 
system overlaps (i.e. standardized elements, uniform materials, interchangeable equipment of 
different distribution systems). For example, a basic question that can be answered using this 
model is the following: As suming t he cost c ompetitiveness of Nebras ka ethanol an d 
assuming successful development of algae-based ethanol in Southern New Mexico, what size 
plant/processing and distribution infrastructure would be justified in Alamogordo?  
 

3 Potential Impact 
There are t hree k ey poten tial i mpacts fro m this study  [10]. F irst, th e modeling allows f or 
studying alte rnative distri bution sce narios where locations o f processing and distribution 
points are more astutely determined.  We believe th at considering th e effe ct of other fuels 
distribution networks provides a unique (and often ignored) factor in distribution modeling of 
this type. Sec ond, th is study  can help innov ative newcomers to th e en ergy market to 
dynamically consider the competitive effect of i ncumbent firms and existing fuel sources in 
their ch annel and distr ibution decisions. Third, we believ e the sim ulation p rogram can be 
made su ch that it can provide suggested geographic distribution n etworks for an y of the 
following markets:  

 Commercial or private airplane (based on airport locations) 
 Fleet Trucks (based on delivery and distribution of diesel fuel) 
 Home heating (kerosene, etc.) 
 Military base needs 
 Other fuel markets. 
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ABSTRACT 
A micro-grid storage system is analyzed using a cen tralized approach for balancing t he p roper 
battery-schedule t o s tore an d r elease e nergy. The s ystem is compared t o a de-centralized 
approach where the batteries act  individually as agents that try to optimize their response to the 
environment. The o ptimization is d one u tilizing a  G enetic Algorithm. The agent based u tilizes 
Game Theory techniques to incorporate the agents. The results show that the centralized method 
finds more accurate solutions than the de-centralized, which is modular. 
 

1 Introduction 
Electricity p rices as  w ell as  t he d emand in t he U .S. i s r ising [1][5], and t he forecasts show that 
independent o f t he 3 main p ossible e conomic s cenarios ( high e conomic g rowth, me dium 
economic growth or low economic growth) the quantity of electricity being generated by means 
of renewable sources will at least duplicate[1]. The variability of these new technologies calls for 
storage methods t o de al w ith t he stochastic behavior o f such supplies. The best w ay t o f ind 
answers to s uch q uestions is a mathematical model t hat r elates t he information ( Graham, 
Hollands, 1990) , w hich c an b e resolved v ia i terations or simulations until a p roper ed ucated 
solution is obtained. 

2 Methodology 
A c entral genetic a lgorithm and a  de -centralized ag ent b ased method w ere developed t o 
approximate the optimal energy storage schedule that minimizes the cost of supplying electricity 
to a  micro-grid. T he p roblem was formulated as  a minimization w here t he co st o f e lectricity 
varies acco rding t o the e lectric-demand. The batteries have 3  o ptions for eac h t ime step: s tore 
electricity, release electricity and do nothing. In the centralized approach, a single GA is used to 
calculate the schedules for all batteries while in the agent-based (de-centralized) method, a game 
theory approach was utilized: a non-cooperative game w here e ach battery is a p layer t rying to 
minimize according to the von Neumann and Morgestern[3] utility functions. 

3 Problem Formulation  
We p resent our mathematical formulation o f our ap proach t o the M icro-Storage E nergy 
Integration Problem. 
 
Objective function:  
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                          (1) 
 
Subject to: 

                                                  (2) 
                                                                     (3) 

                                                                   (4) 
(5) 

                                                                                (6) 
                                                   (7) 

                                        (8) 
                                                     (9) 

 
The objective function (1) represents the minimization of the total cost of the project calculated 
as the integral of the individual cost of energy for all time steps of the project length. Equation 
(2) states that the instantaneous system balance must be positive to avoid blackouts. Equation (3) 
defines the total supply and (4) the demand or load. Equation (5) represents the total electricity 
changes in the system due to the individual contributions of the storage systems. The capacity of 
the individual s torage systems is limited by a constant k in equation (6). Equations (7), (8) and 
(9) state the cost of electricity according to different demand levels. 

4 Numerical Example 
The methodology was tested using the following information:  

Table 1: Hourly demand in (kW) for the day: 
Hour 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 

Demand 6 8 7 5 8 8 9 10 7 13 19 24 25 23 13 13 9 8 6 8 10 6 9 11 

 
The 5  batteries co nsidered ar e: 1) Battery Model: V ision CP12240D, 12V , 24A h a pproximate 
charge/discharge cap acity 0 .288kWh. 2) USB US -305, 6V , 305A h, a pproximate 
charge/discharge capacity 1.83kWh. 3) Trojan L16P, 6V, 360Ah, approximate charge/discharge 
capacity 2 .16kWh. 4) Vision 6 FM55D, 12V , 5 5Ah, a pproximate c harge/discharge capacity 
0.66kWh. 5) Vision 6 FM200D, 12 V , 200 Ah, approximate charge/discharge capacity 2.4kWh. 
The g enetic al gorithm p arameters ar e population s ize = 50, number o f g enerations = 5 0, 
maximum number of games = 100, crossover method = roulette. For the agent based simulation: 
Equilibrium criteria: when 4 games in a row don’t change. Allowance: cycling values of ±1 are 
understood a s no t c hanging. Each g ame was defined a s a  d ay: 24 hours conform 1 da y. T he 
agents played series o f g ames ( days) by pr esenting t heir best a nswers ( solutions) o btained by 
utilizing genetic algorithms. At the end, the solutions of the agents were combined by a central 
agent w ho “ measured” the o verall c ost of th e s ystem. T his means th at the f luctuations in 
demands cr eated by t he ag ents w ere “seen” o r o bserved a t t he e nd of eac h g ame, w hen t he 
evaluation function for the system is called.  

5 Results and Conclusions 
The a lgorithm was encoded in Matlab and run on an Intel® Pentium® processor P6100 for an 
approximated running time of 238.6s, and obtaining the following results: The agents converged 
to 43 generations after 9 games, and obtained the following store/release schedule:  We can see 
that the overall demand is “smoother” than the original particularly noticing that the highest peak 
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is 16.9 kWh as compared to the 25 kWh that were originally served while the smallest demand is 
of 5.7 kWh as compared to 5.0 kWh from the original demand, in the agent-based case. 

  
Fig 1. a) Original demand  b) final demand    (c) de-centralized schedule  (d) centralized storage schedule 
 
The s avings for this de-centralized m ethod schedule are of $0. 4718, representing a modest 
reduction o f 1. 48% from t he o riginal initial cost of de mand =  $ 31. 83 per d ay for t he o verall 
system. We can see that it is somewhat synchronized as they store and release energy in similar 
fashion w hile remaining not entirely equal as expected. The central genetic a lgorithm achieved 
better r esults rendering s avings o f $0. 9692, r epresenting a  lowering o f 3. 05% in c osts, a nd a  
more aggressive and synchronized schedule among the batteries:  It appeared to run faster also, 
approximately (6.3 seconds), although in reality the 5 agents could run in parallel. 
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ABSTRACT 
Wood plastics are novel material composites made of plant biomass and polymer blends that 
exhibit useful properties that surpass those of the individual components, and are predicted to 
play im portant role s in  sustain able markets. Thi s stud y focuses on a new w ood pla stic 
composite based on p re-dried N ew Mexico’s red ch ile p eper st ems and leafs with hig h 
density pol yethylene. The e ffects o f propo rtions and pa rticle sizes on t he str ength of the 
resulted blend were studied. A series of experiments were designed showing that wood fiber 
length, geo metry, and content s trongly affect th e microcellular s tructure of  the  new 
sustainable material.  I t was f ound that  larger particle sizes of  wood fiber showed  higher 
mechanical properties.  
 
1 Introduction 
 
Wood p lastic co mposites exhibit useful prop erties th at surpass those of the indivi dual 
components, and are pred icted to p lay important roles in su stainable markets. Some WPCs 
use recycled materials and can actually be rec ycled. They resist decay and insect attack and 
the weathe ring capabilities ex cel over individual components s uch as w ood. They  ar e 
dimensionally stable which results in little to no splintering, cracking or warping. WPCs can 
be produced in engineered profiles by any thermosets or thermoplastic processing techniques 
i.e. injection molding processing or compression molding processing [1 and 2].  
 
Although wood plastic composites are biomaterials with many benefits and advantages over 
other materials currently use d in the market, th ey do present s ome challenges.  This study 
shows so me of t he challenges when  processing WPCs.  The co mbination of a hy groscopic 
(biomass) a nd hy drophobic (pl astic) materials can cause issues in the co mpatibilization 
process of wood-fiber pla stic co mposites [3].  The melting index of plastic  can also cau se 
molding difficulties as well as the blending of additives which are known to increase proper 
fiber dispersion, increase outdoor performance, and increase mechanical properties [4, 5, 6, 7, 8, 9, 

and 10].  
 
Fiber leng th, rat io of fibe r to pla stic, and additives in  a c omposite material a re a c oncern 
when it comes to processing WPCs to obtain useful properties.  Not only the fiber length, but 
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the geometry and content ca n strongly affect the microcellular structures of these composite 
materials [9].  Dispersing fibers throughout the plastic matrix can be difficult. Orientations of 
fibers have a very important effect on the physical and mechanical properties of the material.  
Different pr ocessing techniques will disp erse th e fibers in different directions and  that is 
usually due to the processing parameters [11 and 4].   
 

This study focuses on a new wo od plastic composite based on pr e-dried New Mexico’s red 
chile stems and leafs with high d ensity polyethylene. The effects of proportions and particle 
sizes on th e strength of the resu lted blend were studied. Three types of wood fibers particle 
sizes were analyzed at different weights (25,  50, 75, and 0%). ASTM 638-9 specimens were 
manufactured using injection molding. This study introduces chil e leafs and ste ms which  
represent a potential so urce of fibers. Chi le pepper is a major crop in  New  Mexico, Wes t 
Texas and East Arizon a, 40% of chile  crops are produ ced in New  Mexico. W ood fibers 
represent 40% to 60%  of an average size chile plant which represent approximately 51% of 
chile wood fibers after drying [4, 12, and 13]. 

 

2 Methodology and Experimentation 

A series of exper iments w ere d esigned showing that  w ood fibe r length, geo metry, and 
content strongly  affe ct the microcellular structure of t he new sust ainable material.  A 3 6 

design of experim ent w as performed with d ifferent factors c ategorized i n two  groups: 
materials and process p arameters. ASTM 638 -9 specim ens w ere prod uced usi ng injectio n 
molding and tested mechanically for te nsile st rength.  P rocessing parameters include barrel 
temperature, nozzle temperature, in jection time, and mold te mperature controlled at 120oF. 
Material humidity and w eight were controlled at 89% and 244.98 grams respectively. Chile 
leafs and ste m wood were dried in an ov en 24 hours at 70 oC and grinded to various mesh 
sizes. Finally, dried wood was mixed with recycled polyethylene with various proportions.   
 
3 Results 

 
Comparisons between v arious prop ortions of wood and plastics and were done usi ng the 
results of mechanical tests. Resu lts show that the proportion 75% rPE and 25%w ood fibers 
has th e h ighest u ltimate tensile s trength (UTS) of 18.639 w hich is s till lower than the 
presented by 100%  recycled po lyethylene. How ever, the average y ield s tress for the 
proportion 75% rP E and 25%wood fi bers is slightly higher than t he presented by the 100% 
rPE. In addition, the standard de viation of the UTS fo r the proportion 50 % rPE and 50% 
wood is the highest among all proportions. Cause for this difference is assumed to be affected 
by the low nu mber of sa mples due to the difficulties raised when processing them with 
120mesh wood size w hich were tinny and small that the particles did n ot mix properly with 
plastic grains. 
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4 Conclusions 
In this in vestigation, the au thors a nalyzed th e effects of reinforced recycled pol yethylene 
combined with five types of chile wood part icles grain si zes.  Three  types of wood fibers 
grain sizes were analyzed at different weights (25, 50, 75, and 0%) .  It can b e observed that 
wood fiber leng th, g eometry, and conte nt strongly affect  the microcellular stru cture of th e 
WPC specimens.  Due to a finer microcellular structure, the larger grain  sizes of wood fiber 
samples showed higher mechanical properties also pointed out by Bledzki and Faruk [4]. 
 
One major problem faced was the dispersion of wood particles throughout the matrix.  Wood 
particles burned on the sides of the barrel of the injection molding machine due to the light 
weight of the particles and improper mixing. In many cases, the melting index of plastic was 
higher th an the degrading temperature for wood.  This ca n cause p otential bur ning and  
degrading of t he wood fi ber, which could also l imit the mechanical performance of the 
composite material.  Future research will focus on improving the mixing process of the melt.  
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A B S T R A C T 

Conventional Drug D elivery S ystems (DDS) for can cer t reatments contain several 
constraints such as limited acce ssibility o f d rugs to the tumor tissues, inaccurate t argeting a nd 
biocirculation as well as severe toxicity. Therefore, to improve the DDS with minimal exposure 
and t oxicity, novel t echnique is e ssential. Recent investigation o f employing p hoto r esponsive 
photovoltaic (PV) cells revealed that PV cells work as coated drug carriers capable of delivering 
charged dr ug to the beleaguered region. Positive charge P oly-L-Lysine a nd negative c harge 
Bovine serum a lbumin attached th e negative s ide and po sitive side of a solar c ell respectively.  
Experimental d ata shows t hat t he P V cells e ffectively can release t he c harged molecules upo n 
external photo stimulation, which suggests the PV for targeted drug delivery will pave the way 
for the development and introduction of innovative, targeted therapies with improved efficacy. 

 
1. Introduction

Due to the limitations (inadequate accessibility 
of dr ugs, severe t oxicity a nd development of 
multi-drug resistance) of t herapeutic agents’ 
delivery t o cancer t umors, approximately 50%  
cancer patients d ie e ach year [37] and leading 
one o f the major causes o f death in USA [36]. 
The main c auses o f d ecease ar e metastases, 
owing to without initial control of  t he crucial 
cancer cells. There is hence a n u rgent n eed t o 
triumph ov er death a nd impediments of 
conventional d rug d elivery system and as a  
result DDS h as g ained significant at tention 
(importance) in last t wo d ecades. Various  
types o f dr ug de livery systems have been 
introduced to ai d t argeted D DS s uch as ; 
nanomedicine for dr ug de livery and i maging 
[1],carbon no notubes, v iral nanoparticles, 
macromolecules, v esicles, p articles as c arriers 
for t herapeutics [ 38–42] and thermally 
responsive water s oluble polymers [ 2]. 
However, eac h o ne has its own limitations, 
such as nanoparticles are instable in movement, 

toxic and t arget is not accurate. There are a lso 
challenge lie s in t he design o f nanoparticles to 
overcome t he t umor wall. Thermoresponsive 
polymeric technique believed t o be  ve ry 
potential mo dality f or D DS, but it  is in  v ery 
infancy level a t t he s ame t ime designing the 
thermal responsive medicine and engineering 
the t ransition t emperature i s critical. In a ll 
previous researches, t he e ffectiveness o f t he 
treatment is directly r elated t o the t reatment's 
ability t o target an d t o k ill t he c ancer ce lls 
while affecting as few healthy cells as possible. 
Therefore, f or t he ca ncer t reatment an  
important g oal o f t argeted dr ug de livery is t o 
minimize the exposure of normal t issues to the 
drugs w hile preserving their t herapeutic 
concentration in diseased parts of the body [3]. 
[3]. Existing methodologies used for can cer 
treatments are not yet perfect; accordingly, new 
strategies for targeted drug delivery are needed.  

In our present study for novel DDS, simple 
PV cells been used w hich carry special 
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features; with t he p resence o f light P V 
converts lights into e lectricity a s w ell a s 
induces ch arge t ransfer b y p hotovoltaic e ffect 
(PVE) [3]. And us ing t he P VE, light o r laser 
can release drug to the t argeted tissue without 
hampering healthy cells or tissue.  

Near-IR (N IR) or l aser s ource that can 
penetrate 2 cm-10cm t hrough human s kin 
tissue [ 4] are a lso e mployed w ith P V c ell for 
photo s ensation. Motivated by t he special 
features o f P V, we ha ve h ypothesized that a 
PV might be  s erved as a new DDS to car ry 
cancer c hemotherapeutic d rugs a nd r elease 
them upon e xternal p hoto stimulation (NIR or 
laser). Our ultimate g oal is t o d evelop a  

targeted c hemotherapeutic dr ug de livery 
methodology based o n N IR act ivated micro-
PV devices. That’s w hy first w e n eed t o 
demonstrate if the charged m olecules ca n b e 
effectively r eleased from t he PV device w hen 
exposed t o p hoton s timulation. A s a proof o f 
principle, we have first co nducted experiment 
by c ommercially a vailable PV devices w ith 
positively charged poly-l-lysine and negatively 
charged bovine s erum a lbumin ( BSA) a nd 
tested the release of the molecules upon photo 
stimulation. T hese molecules w ere p hysically 
absorbed o nto the s urface o f t he P Vs b efore 
exposed to an IR LED illuminator, which was 
used as an external light source. 

 

 
 
 
 
 
 
 
 
              

                                  Fig.1. Systematic illustration of drugs release from photovoltaic device (PV) upon light exposure

2.0 Material and methods 
2.1. Materials 

2.1.1 Photo voltaic cell 

PVE is a basic physical process through which a  
PV cell c onverts s unlight into electricity a nd 
transport i nside a  s emiconductor m aterial, o f 
positive a nd negative electric c harges, t hrough 
the act ion o f light. T his material features two 
regions, o ne ex hibiting an  ex cess o f el ectrons, 
the other an electron deficit, respectively referred 
to a s n-type do ped a nd p-type do ped [4]. Wh en 
the junction of n-type and p-type doped is 

         Fig.2. PVE to drive the current through an external load 

illuminated, p hotons yield t heir e nergy t o the 
atoms, each photon causing an electron to move 
from t he valence band t o the c onduction band,

Light source 

Charged drugs 
released from PV upon 
photo stimulation 

Charge repulsion 

PV in the dark Coat charged drugs into PV 
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leaving behind a hole, which also able to move 
around the material, thus giving rise to an 
electron-hole pair (Fig. 2).  Because of the circuit 
at the cell’s terminals, electrons from the n  

region migrate back to the holes in the p region, 
and it raises the potential difference: the electric 
will current passes through circuit [5]

2.1.2 PV cells preparation 

PV cells were obtain from RadioShack® (Custom assembled in USA with    circuit 
voltage 0.55VDC in full sun light, maximum voltage 0.484V and maximum current 0.25- 

 

 

 

 

 

                                                   Fig. 3.Top view of PV cell with wall ( Glue) around the edges. 

0.275 amps.  Nontoxic glue (Prym Consumer USA Inc. ®) wall was made surrounding the cells 
to protect the drugs from leaking out of PV cells (Fig. 3). For external photo stimulation a 2.1 
watts regular table lamp (Model no. – 288741, American Fluorescent®,) with input voltage 12V, 
and current 0.175 amp was used. To read the amount of drug release eppendorf ® BioPhotometer  
been used at absorbance of 260 nm wavelength.   

2.1.3 Preparation of BSA 

Negative charged BSA composed of large globular protein (mol wt. 66,000 Dal) with 
essential amino acid profile was obtained from Sigma-Aldrich® (Product no. A2153) and has 
assay of ≥96% (agarose gel electrophoresis), pH 6.5-7.5 (1% in 0.15 M sodium chloride). Total 
16ml of 25 mg/ml solution was made with distilled water and preserved it in tube at 2-8 ºC 

 
2.1.4 Preparation of Poly-l-lysin 

Poly-L-Lysine is a synthetic amino acid chain that carries positive charge and widely used as a 
coating to enhance cell attachment and adhesion to both plastic ware and glass surfaces [35].  For 
the experiment, 0.1 % (w/v) concentrated Poly-l-lysine (Sigma-Aldrich®, Product no. P8920) 
diluted to 0.05% by mixing with distilled water to use as coating.

2.2.1   Coating of Charge molecule 

After cleaning the cells with distilled water and dry them using tissue paper, put cells into 
dark for at least 12 hours to remove existing charges from PV cells. During this time make 16 
ml, 25 mg/ml concentrated negative charged BSA [6] solution and refrigerate at 80C. After 
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discharging of PV cells, add 1.5 ml of BSA solution on n-type surface (top part) of PV cells 
using eppendorf ® 1000 µL pipettes in completely dark room. Keep these solar cells in the dark 
for 5 hours to attach molecules on PV cells. The procedure of coating and attaching negative 
charged poly-l-lysine is similar to BSA. 

2.2.2 Releasing of drug molecules upon photo simulation. 

During these 5 hours poly-l-lysine and BSA will attach to PV cells. Wash the cells with distilled 
water to remove unbounded drug. Divide cells in two equal groups. The first group (4 PV cells) 
kept under light for external photo stimulation and the second group (4 PV cells) still in the dark. 
Place these cells for 3 hours in their respective environment. After 3 hours, take a 500 µL drug 

                            Fig. 4. Schematic diagrams showing step-by-step procedure of the experiment 

from each PV cell into  UVette® and read the absorbance of these  samples using eppendorf ®  
BioPhotometer ® at 260 nm wavelength. Plot the graph in Microsoft Excel 2010® as amount of 
drug release on the Y axis vs. stimulation and without stimulation on the X axis. While plotting 
the graph change the OD values to µg/ml unit. The step-by-step schematic representation of 
coating and releasing of poly-l-lysin from PV cells is shown in figure 4. 

3.0 Result 

3.1 Negatively Charged BSA 

From the experiment it was found that a large amount of molecules released upon external photo 
stimulation. Fig. 5 shows that 14.7234 µg/ml of molecules were released during external photo 
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stimulations compared to 2.1119 µg/ml during non-stimulation. It was found that the amount of 
molecule released using BSA is significantly greater than poly-l-lysine. 

 

 

 

 

 

 

Fig. 5. Release of BSA when discharge on n-type surface 

3.2 Positively charged Poly- l-lysin 

Significant amount of Positively charged poly-l-lysine molecules also released (p > 0.05) upon 
external photo stimulation. It was found that 4.2496 µg/ml of molecules were released during 
external stimulations in compared to 3.8399 µg/ml during non-stimulation.  

 
 

 
 

 
 
 
 
 
 
 
 
                                                                                               
                                                                                                         Fig. 6.  Release of poly-l-lysine when discharge on p-type surf  
 
3.3 BSAFT-IR Spctroscopy test 
 

Fig.7 depicting absorption spectra in the Amides region of a BSA sample in native (room 
temperature) and aggregated and this suggests that nitrogen remained within the core of the 
protein, that are inaccessible to the solvent in the native form (2 hrs of incubation at 580 C).  BSA 
also exhibits an intense Amide I band centered at approximately 1650 cm-1 in agreement  

 
 
 
 
 
 
 

 

Fig. 7. IR absorption spectra of BSA 
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with the reported percentage of α-helix structure. Both Amide II and Amide I spectral 
contributions are present. 

3.4 Microscopic Observation 

PV cells coated with BSA are observed under the Optical Microscope. The FTIR spectra 
are collected from the BSA coated solar panel with and without photo stimulation. It is found 
that, more BSA protein aggregation was on the surface of PV cells which are kept in the dark 
and less BSA protein aggregation when PV cells kept for light stimulation. The PV cells surface 
boundaries are more clear and visible in the light group, while in the dark group cells are 
unsmooth and bumpy, as shown in Fig. 8 and Fig.9 respectively.

   

4.0Discussion 

4.1 Current Targeted DDS systems   

 Chemotherapy, a major t reatment of ca ncer g enerally employs invasive technique 
including a pplication of cat heters t o al low c hemotherapy. I nitial chemotherapy shrinks cancer 
existence, surgery t o then e liminate t he t umor(s) if feasible, followed by more chemotherapies 
and radiations. Researchers devoted  ha rd working regarding the development of chemotherapy 
over the past decades has achieved  improvement; however it is not significant. The advances in 
treatment of cancer are progressing. Several approaches are being practiced currently to develop 
the toxicity of anticancer curative [8], [9], [10]. The most commonly used method is antibody-or 
ligand-mediated t argeting o f a nticancer t herapeutic. Major t reatment o f t herapeutics is t hat t he 
targeted delivery of a ntineoplastic d rugs t o cancer-affected or t umor tissues such a s t umor 
vasculature can be enhanced by incorporating the drug-molecules together to bind with receptors 
or a ntigens that ar e expressed o r o ver expressed on t arget cel ls compared w ith normal t issues. 
This permits the precise release of treatments to cancer cells [11],[12] ,[13],[14],[15]. 

Of late, t argeted therapeutics in nanomedicine has been widely explored. Nanocapsules 
or na noparticles associated D DS suggest massive advantages [ 16],[ 17], [18] as e xamples: 
reduction of  side-effects, guarantees the pharmaceutical effects and minimize dosage ; prevents 

Fig. 8.  Dark group: More protein aggregation left on 
solar panel to form bumpy surfaces 

Fig. 9. Light group: The underlying solar panel grain 
boundaries are more visible and clear 
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drugs from degradation a nd boosts dr ug strength[19]. Nanoparticles have also eas y acc ess to 
cells through s mall c apillaries, w hich can r elease accurate drug accu mulation to indented sites 
for a longer p eriod o f t ime even for few w eeks. Beside nanomedicine, o n t he basis o f 
nanosystems, various types o f DDS have been evolved, for example, polymeric nanoparticles of 
poly(D,L-lactide-co-glycolide) ( PLGA), micelles, liposomes, d endrimers, a nd s ilica 
nanoparticles [20], [21], [22]. 

 McCarthy et al. synthesized a new type of a nanoparticles delivery method for in vivo 
application based on clinically used bio compatible PLGA encapsulated as photosensitizer [23]. 
Upon cellular internalization, the photosensitizer is released from the nanoparticles and becomes 
highly phototoxic to kill the cancer cells. Farokhzad et al [24] developed new type of 
bioconjugates nanoparticle-aptamer; docetaxel-encapsulated pegylated PLGA. These 
bioconjugated nanoparticles  attaching with  cancerous epithelial cells enhance toxicity kill 
cancer cells [25], [26], [27]. 

 Nanoparticles are also used in magnetic drug carriers for cancer cure without causing 
severe side effects usually found in conventional chemotherapy. Alexiou et al used iron oxide 
nanoparticles covered by starch derivative with phosphate group [8]. Ferrofluid and starch 
encapsulated iron oxide nanoparticle are  injected to body  and externally strong-magnetic-field 
induces  the gathering of nanoparticles, and ferrofluids in tumor tissue and tumor cells. 
Dendrimer possess unique characteristics for drug carrier to cancer cells [26], [27] for that reason 
Kukowska Latallo et al. have produced folate-conjugated dendrimer nanoparticles combined 
with methotrexate [27]. Due to high express levels of the folate, 4 days after their administration 
these nanoparticles build up in human KB tumors and livers. Kukowska et al also studied the 
internalization of these nanoparticles into tumor cells and demonstrated that this targeted 
dendrimer  nanoparticles show a high antitumor activity and a marked toxicity to kill cancer 
cells. 
 
4.2 Light associated Drug delivery 

 Over the past decades researchers designed drug and DDS with external stimuli such as 
light and ionizing radiation, which adjoins advance efficacy in biomedical applications. 
Photodynamic therapy (PDT) is a minimally invasive therapeutic modality approved for medical 
treatment of several types of cancer and non-oncological disorders. Using fibre-optic systems, 
light can be targeted accurately into many parts of the body for the treatment cancer cells.PDT 
consists in the application of a photo sensitizer (PS), which selectively accumulates in the tumor 
tissue, followed by subsequent exposition to light of an appropriate wavelength (generally in the 
red spectral region, wave length 600 nm or more, as red light penetrates deeper into tissues). 
Energy from the light-excited PS is transferred to the O2 to give single oxygen (1O2) and other 
highly reactive oxygen species (ROS). These cytotoxic photoproducts, generated upon 
illumination, start a cascade of biochemical events that induces damage and death of neoplastic 
cells [28]. PDT can be applied either alone or in combination with other therapeutic modalities, 
such as chemotherapy, surgery, radiotherapy or immuno -therapy. Near-infrared (NIR) radiation 
has established to be a potential tool for both in vivo imaging and photothermal cancer treatment. 
A major benefit to using light in the NIR window, ca. 650–900 nm, is its minimal absorbance by 
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skin and tissue. This window is bounded at the low end by the absorbance of hemoglobin and at 
the high end by the absorbance of water [29], [30]. Between these limits, light can penetrate 
tissue on the order of hundreds of micrometers to centimeters, enabling, for example, whole-
body optical imaging [31]. UV and visible wave length light have also been used to trigger drug 
delivery. Comparison with longer wavelengths, light in the UV and visible regions suffers a 
number of drawbacks. It is strongly absorbed by skin and tissue and therefore cannot be used for 
deep-tissue triggering. Moreover, it damages tissue at much lower powers than NIR. [32] 
Nevertheless, tissues such as skin, the ear, or the back of the eye are excellent candidates for 
treatment, so long as the irradiation power is safe. Numerous chemical changes, such as bond 
cleavage and isomerization, can only be achieved with light in the UV or visible range. 
 
4.3 PV devices and its potential for Target DDs 

So far, numerous types of DDS have been developed for cancer treatment and PV solar cells 
DDS have been considered one of the most innovative, effective and promising options. A 
photovoltaic cells (PV) is a system that converts lights into electricity as well as induces charge 
transfer by photovoltaic effect [3]. A PV can serve as a new drug delivery system to carry cancer 
chemotherapeutic drugs and release them upon external photo stimulation (NIR or laser). The 
near-IR (NIR) or laser source can penetrate 2 - 10 cm through human skin tissue [4]. The 
ultimate  goal of this project is to develop a targeted chemotherapeutic DDS based on NIR 
activated micro-photovoltaic devices. In this pilot study, we investigated if the charged 
molecules can be effectively released from the PV device when exposed to photon stimulation. 
As proof of principle, we have first experimented coating by commercially available photo 
voltaic devices with positively charged poly-l-lysine and negatively charged bovine serum 
albumin (BSA) and tested the release of the molecules upon photo stimulation depicting figure 6. 
These molecules were physically absorbed onto the surface of the PVs before exposed to an IR 
LED illuminator, which was used as an external light source. 
 
4.4 Future direction of PV associated drug delivery 

Researchers at Sandia National Laboratories, Albuquerque, NM developed micro scale solar 
cells. When the cells are below a millimeter, it rejects the heat so efficiently that it does not need 
any cooling systems which makes smaller solar cells are more efficient at dissipating heat. The 
thickness ranges from 14 to 20 micrometers thick (a human hair is approximately 70 
micrometers thick), they are 10 times thinner than conventional 6-inch-by-6-inch brick-sized 
cells, and perform at about the same efficiency.  Sandia makes these cells from silicon that has 
been processed using conventional chemical methods. The cells are carve out of this silicon 
using a chemical etching technique that creates negligible waste, and then treat the surface of the 
wafer to create the electrical properties necessary for a functioning cell. The resulting cells are 
about 20 micrometers thick but have the same efficiency as conventional cells, converting about 
14.9 percent of sunlight into electrical energy. Usually, the cells are made in hexagonal shape, 
which makes the most of the available area without wasting much silicon [33]. 
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Fig. 10. Optical image of 500 micron wide, 20 micron thick Micro Solar Cells [32]. 

Similarly, Semprius, a NC based company, has developed a novel micro printing technology.  Semprius's 
solar modules contain arrays of square cells that measure just 600 micrometers on each side. These cells 
have three semiconducting layers--each of which is based on gallium arsenide and absorbs a different 
band of sunlight--and they are made using a combination of chemical etching and printing, which means 
fewer raw materials are wasted. They can operate under sunlight concentrated 1,000 times using 
cheap optical systems. According to the National Renewable Energy Laboratories, the efficiency of the 
resulting modules ranges from 25 to 35% [34].  
 
4.5 Traditional Solar PV  

The worldwide demand for energy is steadily increasing, doubling every 15 years. To sustain 
this growth without causing irreversible harm to the environment, solar energy and PV cells have 
rapidly grown as a clean and renewable source of energy. The first practical application of photo- 
voltaics was to power orbiting satellites and other spacecraft, but today the majority of 
photovoltaic modules are used for grid connected power generation. Due to the growing demand 
for renewable energy sources, the manufacturing of solar cells and photovoltaic arrays has 
advanced considerably in recent years. There is a smaller market for off-grid power for remote 
dwellings, boats, recreational vehicles, electric cars, roadside emergency telephones, remote 
sensing, and cathodic protection of  pipelines. Grid-connected solar PV is the fastest growing 
energy technology in the world, with 50% annual increases in cumulative installed capacity in 
2006 and 2007, to an estimated 7.7 GW, making it the world’s fastest-growing energy technogy.

5.0 Conclusion 

 Our studies have developed a breakthrough technology in the DDS using of PV solar 
panels. To accomplished the research in advanced level, biodegradable and bio compatible micro 
solar cell required . At present, bio compatible and biodegradable solar cell manufacturing  are in 
research level in different research institutes , however, BioSolar, Inc, CA, has developed  bio-
based materials from renewable plant sources to produce  PV solar panels. Clearly, further 
formulation optimization studies are needed to improve the efficiency DDS. Extensive research 
and development of attaching and releasing more drugs from PV cell also need to developed 
both in vitro and in vivo prior to implement to living body. 
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ABSTRACT 

Nanoindentation, a  depth sensing indentation t echnique, is used in t his s tudy to investigate t he 
effects o f indentation-driven material p roperties for t he v ariation o f d ifferent input of e lastic 
properties and plastic properties; the plastic properties include different yield strengths as well as 
the strain h ardening b ehaviors. A  f inite element 2-D a xisymmetric model is u sed t o s imulate 
nanoindentation load d isplacement be havior. In t he investigation t he indentation derived e lastic 
recovery is found strictly a function o f elastic behavior as well as the strain hardening behavior 
of t he material. H owever, t he h ardness o f t he m aterial is found t o a f unction o f t he p lastic 
behavior o f t he material only. The e lastic modulus of the material increases as the indentation 
depth increases, s ince the substrate imparts co ntact stiffness o f t he material; however substrate 
effect on the hardness o f the material is negligible. Piling up o f material around the indenter is  
found evident for low strain hardening material and s inking in found in the case of high s train 
hardening material. As the E/Y ratio increases the piling up of material increases and the sinking 
in effect decreases and in opposite the p iling up  of material decreases and s inking in increases 
with decrease in the E/Y ratio. 

 

Fig.1. Simulation output of Elastic Modulus as a function of elasticity 

 
Fig.2: Simulation output of Hardness as a function of elasticity and the plasticity 
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Fig.3. Sinking in and piling up of material at the maximum load, as a function of E/Y and strain hardening 

1 Model Description: 

A f inite element model input f ile ha s b een constructed for simulating the na noindentation on a  
thin film material resting on a t hick substrate. The 2-D model is axisymmetric and to simulate a 
conical indenter s imilar t o Berkovich indenter, typically u sed for nanoindentation t ests, w ith a 
semi angle of 70.3°. In the model a 1μm thin film is attached to a 100μm thick silicon substrate 
system. The width of the model is also fixed in 100μm. The left boundary of the model is 
allowed to move only in the Y-direction, whereas the bottom boundary is allowed to move only 
in t he X -direction. I n t he model t he r ight bo undary is not constrained a nd t he t op bo undary is 
free to move w hen it’s not in contact with t he indenter. The coefficient o f friction between t he 
indenter and the film is taken to be 0.1. The indenter is used in the model is rigid. The model is 
generated in such a way that it can be used for the ABAQUS extended functionality 10.2.  In the 
simulation the loading is prescribed in a depth controlled way. Therefore, the resulting load is the 
reaction in the Y direction acting on the indenter. To investigate the effect on the elastic modulus 
and t he hardness determined from t he load d isplacement curve for nanoindentation 3  d ifferent 
elastic modulus a long w ith 3  d ifferent i nitial y ield stress and 3 s train h ardening b ehavior are 
used. The model is able to identify and quantify the effect o f variable material property on the 
pile up and sink in effect around the indenter in the thin film. 

2 Results & Discussions: 

The finite e lement s imulations ar e r an for a s pecific material p roperty t o g enerate load 
displacement curve for na noindentation. The load displacement curve consists o f two parts, the 
loading part and the unloading part. The reduced elastic modulus of the material and the indenter 
is c alculated f rom t he initial s lope o f t he u nloading c urve. T he value o f ca lculated e lastic 
modulus shows a small deviation from the original value. The discrepancy in the obtained elastic 
modulus is d ue t he co arser mesh in t he model. To i nvestigate t he e ffects o f v arious e lastic 
moduli, plasticity introduced in the form of variation of initial yield strength and strain hardening 
on t he s imulation ou tput of e lastic modulus c urves ar e p lotted as  s hown in Fig.1. T he figure 
shows the simulation output of elastic modulus as a function of input elastic modulus. The curves 
are plotted for different initial yield stress and strain hardening behavior of the material. The load 
displacement curve successfully qualitatively generated the same trend of increase in the output 
elastic modulus as  in t he input. For the cas e o f q uantity, it can  b e n oted that the u pper three 
curves represents the low strain hardening behavior, which refers to the perfectly plastic case in 
this study. The different three curves represent the three initial yield stress value of the material. 
However, f or all the y ield s tress i n perfectly p lastic m aterial the i ndentation produced elastic 
modulus s imply followed t he same line, i.e. upper three. I t can be co ncluded t hat the o btained 
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elastic modulus are not a function of initial yield stress for the material. The same conclusion can 
be o btained from t he nanoindentation logic o f a material, since t he e lastic material is o btains 
from t he un loading p ortion of t he nanoindentation c urve, w hich is nothing but the e lastic 
recovery of the material.  

Fig.2 shows the variation of indentation derived hardness as a function of elasticity and plasticity 
which involves in itial y ield s tress as well as strain hardening. The figure shows the lower three 
curves r elated w ith pe rfect p lasticity o r low s train hardening o f t he material, shifting upw ard 
with increase in t he initial yield s tress o f t he material p roperty. T he middle t hree cu rves 
represents t he s ame s train hardening be havior, i .e. the m edium strain ha rdening be havior and 
with t hree d ifferent initial yield s tress. In t his ca se t hey followed t he same line o f act ion. The 
topmost three lines represent very high strain hardening and three different initial yield stress. In 
this case a lso t he cu rves followed t he same line o f a ction. For a ll t he ca ses t he indentation 
derived hardness is found t o be  a  function o f plasticity, not a s a  f unction o f t he elasticity 
behavior of the material. However, at the very high strain rate the statement is not quite true, but 
in this study it considered as constant for a s pecific p lastic behavior. From t he nanoindentation 
technique the hardness is derived from the ratio of maximum load and the area under maximum 
load. T he ar ea is ca lculated from t he r adius o f t he impression, w hich is fully accountable for 
plastic deformation of the material. At low strain hardening or perfect plasticity the hardness of 
the material increase only due to the increase in the initial yield stress of the material behaviour, 
as with the increase in the maximum load as well as with the decrease in the indentation radius. 
For the simulation in the depth controlled mode the indenter required more load to overcome the 
initial yield and to enter into the plastic regime. However, with the strain hardening behavior the 
plasticity dominated with the medium and very high strain hardening behavior, the effect initial 
yield stress become negligible in these cases. The indentation derived hardness is higher in case 
of ve ry high strain hardening be havior o f t he material a s higher load i s r equired t o obtain t he 
same indentation depth. 

Fig.3 shows the piling up and sinking in of the material around the indenter is also found to be a 
function o f E/Y. As the E/Y ratio increases the piling up of the material increases, whereas the 
sinking in of the material decreases. However, sinking in is evident for material with high strain 
hardening behavior a s t hey c an a bsorb higher e nergy c ompared w ith t he low strain hardening 
materials, which shows piling up of the material around the indenter boundary.  
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ABSTRACT 

In this research laboratory testing is conducted to determine the dynamic modulus and phase angle of 
New Mexico asphalt mixtures. Testing is conducted on two different asphalt mixtures collected from an 
actual construction sites in New Mexico. To develop mastercurves, dynamic modulus testing is 
performed at five temperatures and six different loading frequencies at each temperature. Data from 
each test is processed using the GCTS software and Microsoft Excel program to determine the dynamic 
modulus and develop mastercurves respectively. Witczak predictive model is implemented to predict the 
dynamic modulus and resulting master curves are compared with mastercurves from actual testing. 
Dynamic modulus values of SPII mix is found to be higher than SPIII mix regardless of temperature and 
frequency. The sigmoidal function used to fit the mastercurve is found to provide a very good fit to the 
laboratory testing data. Predicted dynamic modulus values, using Witczak model, are found to be less 
than laboratory test results for SP-II mix.  
1. Introduction 

1.1.Definition 

Complex modulus is a function used to describe linear viscoelastic material property under small 
dynamic loading. There is a linear relationship between dynamic stress and dynamic strain with the 
complex modulus as a proportion factor. Complex modulus is a function of frequency and the linear 
relationship between dynamic loading and dynamic strain is expressed by equation (1)[4].   
  (   )    (  ) (   ) (1) 

 
        (   ) is dynamic stress which is a function of frequency   or time  ;    (  ) is complex 
modulus which is a function of frequency  ;  (   ) is dynamic strain which is a function of frequency 
  or time   
The dynamic modulus is defined as the absolute value of complex modulus. This value can 
mathematically be expressed by ratio of the stress amplitude and strain amplitude as shown in equation 
(2) [4].  
 |  |  

  
  

 (2) 

   
       |  | is dynamic modulus;     is stress amplitude;    is strain amplitude 
 
1.2.Significance 

The current state of practice for mix design of HMA in USA is Superpave, which is a result of the late 
1980’s endeavor to develop new specification and performance tests by the Strategic Highway Research 
Program (SHRP). The three recommended steps in Superpave mix design constitute binder and 
aggregate selection taking into account environmental factors, aggregate blending, and volumetric 
analysis. Superpave presumes good performance of compacted HMA through volumetric mix design 
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and material selection without going through strength tests and models. However, these methods are not 
reliable to ensure good performance [1]. To fill in this gap in Superpave mix design criteria, HMA 
Dynamic modulus test is recommended as a simple performance test in the recent findings of the 
National Cooperative Highway Research Program (NCHRP) projects. In the same vein, Mechanistic-
Empirical pavement Design Guide (MEPDG) takes dynamic modulus as the most important material 
characterization parameter in the design inputs [3].  
1.3.Modeling 

Witczak Predictive Model is the most widely accepted model to predict dynamic modulus of asphalt 
concrete. This model is based on a database of 2750 dynamic modulus measurements from 205 different 
asphalt mixtures tested over the last 30 years in the laboratories of the Asphalt Institute, the University 
of Maryland, and the Federal Highway Administration. This model can predict the dynamic modulus of 
mixtures using both modified and conventional asphalt cements [2].  
    |  |
                                (    )

                       

         (
     

        
)

 
                                      (   )

            

   (                   ( )            ( ))
   

 
(3) 

 
        |  | is dynamic modulus,    psi;   is bitumen viscosity,     Poise; f is loading frequency, Hz; 
   is air void content, %;       is effective bitumen content, % by volume;     is cumulative % retained 
on the 19-mm (3/4-in.) sieve;     is cumulative % retained on the 9.5-mm (3/8-in.) sieve;    is 
cumulative % retained on the 4.76-mm (No. 4) sieve;      is % passing the 0.075-mm (No. 200) sieve. 
2. Experimental Design  

Asphalt mix for testing is collected from an actual road reconstruction project in the state of New 
Mexico. The Project is widening of I-25 from two to three lanes each way from Tramway Boulevard on 
Albuquerque's north side to the southern exit at Bernalillo with a total length of 7.7 miles. The asphalt 
mixes used for this research are SP-III and SP-II mixes. The maximum aggregate size and binder PG-
grade for SP-II mix is 1.5˝ and PG 64-22 while the maximum aggregate size of SP-III mix is 1.0˝ mixed 
with a binder grade of PG 70-22. The Gyratory compaction machine is used to compact a 6 inch 
diameter sample from which the 4 inch diameter sample is cored out for conducting dynamic modulus 
test.  
3. Test Results 

The computed dynamic modulus were used to construct mastercurves for each mixtures tested. A 
sigmoidal function shown in equation (4) is used to fit the individual dynamic modulus data to the 
mastercurve. Fitted model parameters are presented in Table 1.  
    (|  |)    

 

         (  )
 (4) 

 
          is the minimum value of E*;     is the maximum value of E*;  ,   are parameters 
describing the shape of the sigmoidal function;    is reduced frequency of loading at reference 
temperature 
Table 1: Mastercurve parameters for dynamic modulus test (ref. Temp = 21 ºC) 
Asphalt mix Master curve parameters 

        
SP-II 2.9 -1.2 1.7 -0.4 
SP-III 2.4 -0.8 2.0 -0.5 
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Fig. 1: Mastercurves for SP-II and SP-III Mixes 

 
4. Predicting E* using Witczak model 

The Witczak model is implemented to predict mastercurves of asphalt mixtures tested in this research. 
The results from the analysis show that the Witczak equation showed poor prediction performance for 
SP-II mix as depicted in Fig. 2. Moreover, the Witczak predictive model is found to under predict the 
modulus values compared with test data values.   
 

 
Fig. 2: Witczak Model Mastercurve Prediction for SPII mix 

5.  Conclusion 

Based on the results on this study the following conclusions are drawn: Dynamic modulus values of SPII 
mix is found to be higher than SPIII mix regardless of temperature and frequency. The sigmoidal 
function used to fit the mastercurve is found to provide a very good fit to the laboratory testing data. The 
Witczak model was found to give poor prediction of the dynamic modulus mastercurve of SP-II asphalt 
mix. Predicted dynamic modulus values, using Witczak model, are found to be less than laboratory test 
results.  
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ABSTRACT 

Development of metal oxide nanowires for electrochemical applications is widely studied in 
academia and industry due to their excellent electrical and mechanical properties suitable for 
applications as an anode material in high energy density devices such as lithium-ion batteries, 
photovoltaic cells, and supercapasitors. The benefits of implementing nanowires as anode 
materials include a higher specific surface area and shorter diffusion lengths, features capable of 
improving the performance of electrochemical devices. Previously, various metal oxide 
nanowires grown on different substrates have been developed in order to increase specific 
capacities and charge/discharge rates. This paper introduces the development and 
characterization of TiO2 nanowires grown on a carbon fiber fabrics substrate utilizing different 
titanium precursors. With this growth setting, the mechanical strength of the carbon fiber is 
intended to counteract with the high specific surface area of the nanowires. Nanowires are 
synthesized through a low temperature hydrothermal based method and its crystal structure and 
morphology are characterized by X-ray diffraction (XRD) and scanning electron microscopy 
(SEM). Growth conditions such as temperature and time are adjusted in order to analyze and 
control morphological features such as diameter, length, and density.      nanowires with 
lengths of 6.5~15 μm and diameters above 150 nm are obtained.  

1. Introduction 

Synthesis of one-dimensional (1D) semiconducting oxide nanomaterials have grown over the 
past few years due to their mechanical and electrical properties as well as their applications in 
photovoltaic cells, photocatalysis, sensors, and pigments [1,2]. Due to their morphology, 1D 
nanomaterials own remarkable properties for electrochemical applications. The high specific 
surface area of nanomaterials is capable of improving the interaction of devices and media 
during charge transfer processes, while their shorter diffusion length enhances electron’s flow [3]. 
Among all the metal oxides, titanium oxide (TiO2) is a semiconducting material with potential 
applications in energy storage devices such as lithium-ion batteries, dye sensitize solar cells 
(DSSC), and supercapacitors. Besides its low cost, easy synthetic process, and eco-friendly 
characteristics, TiO2 is capable of providing high energy density, excellent charge/discharge 
rates, and avoid the formation of the solid electrolyte interface (SEI) while used as an anode 
material for lithium-ion batteries, DSSCs, and supercapacitors [4,5]. In this paper, the authors 
present a simple hydrothermal method to synthesize TiO2 nanowires on a carbon fiber fabrics 
substrate for anode material applications. In order to analyze the compatibility and growth 
characteristics of the TiO2 nanowires on the substrate, three different titanium precursors were 
analyzed during this experimentation (titanium n-butoxide, titanium isopropoxide, and titanium 
tetrachloride). Previously, 1D nanowires have been grown on different substrates such as silicon 
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glass, fluorine-doped tin oxide (FTO), and tin-doped indium oxide (ITO) [6]. Carbon fiber fabrics 
implementation responds to the need of developing a conductive contact and improving the 
mechanical strength of the material. TiO2 nanowires were synthesized following a hydrothermal 
method similar to the one developed by Kumar et al.[7]. Experiments with different reaction 
temperatures and periods are performed in order to analyze the morphology and density of the 
nanowires.  

2. Experimental  

The nanowires were synthesized following a simple hydrothermal method. In order to remove 
organic impurities, carbon fiber fabrics were ultrasonically cleaned successively in acetone, 
isopropyl alcohol (IPA), and deionized (DI) water for a period of 15 minutes each. Carbon fibers 
were transferred to a 250mL Pyrex glass screwtop bottle and mixed with a 50mL solution 
containing DI water and concentrated (37%) hydrochloric acid (HCl) on a 1:1 ratio. 
Subsequently, 2.5mL of the titanium precursor were added dropwise to this solution. The glass 
bottle was placed inside and aluminum cylinder and transferred into an oven were different 
growing temperatures (120-170˚C) and periods (2-6h) were tested. The resulting materials were 
rinsed several times with DI water and dried at 90˚C for 30 minutes. The as-prepared samples 
were characterized using powder X-ray diffraction (XRD, B8 Discover, Bruker) and scanning 
electron microscopy (SEM, S-4800, Hitachi).  

3. Results 

The analysis of the crystal structure of the nanowires is shown in Fig1. According to the XRD 
patterns, TiO2 nanowires exhibited high diffraction peaks in the 2-Theta values of 27˚, 36˚, and 
54˚. The as-prepared nanowires matched the tetragonal rutile phase of TiO2 with a and b values 
of 4.59 Å and c of 2.96 Å [8]. XRD data demonstrates that an increment in reaction’s temperature 
and time will result in higher peaks and a better crystallinity of the samples. Fig 2 shows SEM 
images of the samples. Better results were obtained when temperatures of 160 and 170˚C and 
periods of 4 and 6h were implemented during the hydrothermal process. Among all the three 
precursors, titanium tetrachloride and titanium n-butoxide exhibited remarkable results, being the 
samples made out of titanium tetrachloride the ones that displayed a better alignment of the 
nanowires with respect to the substrate as well as better densities and dimensions. The as-
prepared nanowires displayed lengths of 6.5~15 μm and diameters of 150~200 nm.  

 

Fig 1. XRD patterns for TiO2 nanowires grown at 170˚C utilizing different reaction periods. 
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Fig 2. Corresponding SEM images of the as-prepared TiO2 nanowires (a) titanium n-butoxide 170˚C / 4h (b) 
titanium tetrachloride 160˚C / 4h (c) titanium tetrachloride 170˚C / 6h (d) titanium tetrachloride 170˚C / 6h. 

4. Conclusions 

A simple hydrothermal method was implemented to synthesize TiO2 nanowires on a carbon fiber 
substrate. This method demonstrated the feasibility of growing large amounts of nanowires on 
this substrate. Growth of vertically aligned nanowires is feasible when hydrothermal 
temperatures above 160˚C are implemented. Three different titanium precursors were analyzed, 
being titanium tetrachloride (TiCl4) the one that exhibited best results. The as-prepared 
nanowires displayed diameters between 150~200 nm and a maximum length of 15 μm. Future 
electrochemical testing will demonstrate the functionality of these nanowires on energy storing 
devices such as lithium-ion batteries, DSSCs, and supercapasitors.  
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ABSTRACT 
Yttrium stabilized Hafnia (YSH) coatings (TBC) were grown on two different 

substrates, Sapphire and Si-100, using RF magnetron sputtering.  The coatings were 
grown under variable temperature and thickness. The characterization and analysis of the 
coatings was performed using grazing incidence X-ray diffraction and scanning electron 
microscopy.  The phase evolution and residual stress in the coatings is evaluated as a 
function of temperature and thickness.  

  

1. Introduction 

Thermal barrier coatings are protective coating systems with low thermal 
conductivity. TBC’s act as protective wall on the surface of a material achieving long 
term effectiveness in the high temperatures oxidation environment and increase the 
material’s resistance to thermal fatigue[1-5] .  TBC’s are likely to have a thermal expansion 
coefficient that differs from the component to which it is applied. TBC’s are most 
commonly used in turbine engines where combustion temperatures approach the material 
deformation point.  

 

2. Experimental  
Yttria stabilized hafnia (YSH) thin coatings were fabricated on sapphire and 

silicon substrates with an increasing variation of time. The coatings were grown using a 
RF magnetron sputtering to maintain the discharge and avoid charge build-up. The 
deposition was made in a vacuum chamber with a pressure controlled gas flow (Ar: 20 
sccm) and a constant power (80 W). During the sputtering process time parameters were 
modified to create variant thickness in the resulting coatings. Similarly, the coatings were 
grown at various temperatures. For the characterization of the grown YSH coatings, 
grazing incidence X-ray diffraction (GIXRD) and scanning electron microscopy (SEM) 
were used. The GIXRD enhances the diffracted signal coming from the thin film, by 
keeping a fixed low angle of incidence between the X-rays and the sample surface. This 
insures penetration into the coating allowing measurement of residual stresses within 
concentrated parts of the film[6].  It also reveals crucial information about the crystal 
structure and chemical composition of the coating. SEM measurements allowed us to 
analyze the grain size and morphology with respect to time and temperature. Grazing 
Incidence X-Ray Diffraction (GIXRD) analysis was performed on six different substrates 
with an increase in time variance. InTable1, the different parameters for the YSH 
characterization are presented.  
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Table1. Sample Parameters for YSH Characterization 

 
3.  Results and Discussion 

Figure 1 presents the GIXRD patterns obtained for YSH coatings for variable 
deposition times. Curves shown are for samples starting with 30 min sputtering and 
subsequently the samples with a time increase of one hour each up to 6 hours.  
 

 
 

 
 

 
 
 

 

 

Fig.1. YSH GIXRD Data 

 
 

YSH coatings grown for 30 min shows a clear dominant monoclinic crystalline 
structure, is not until the 2 hrs sample that the monoclinic peak starts decreasing and 
cubic structure becomes visible. As the time increases cubic structure becomes the 
dominant peak. At 6hrs the monoclinic structure has completely disappeared and the 
plane has shifted to the right.  Another noticeable change as time increases is the intensity 
of each peak, indicating the coating probable thickness. 

 
 

 
 

400C⁰ YSH GIXRD Samples 
Sample # Sputtering Time Power/Flow 

1. 6hrs 80W/20sccm 
2. 4hrs 80W/20sccm 
3. 3hrs 80W/20sccm 
4. 1 hr 80W/20sccm 
5. 30 min 80W/20sccm 
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Figures 2 shows SEM- micrographs of the 
top of the surface of the YSH samples 
sputtered in a vacuum at temperature 400 
C° for 1 hr. Images present grain sizes 
from 15 nm and the bigger particles being 
34 nm. 
 
 
 
 
 

Fig.2. SEM image of YSH (400 °C; 1 hr ) coatings 	  

  

Figure 7 shows SEM- micrographs of the 
top of the surface of the YSH samples 
sputtered in a vacuum at temperature 400 
C° for 6hrs, showing rod shape grains size 
of 60nm. This image presents a notorious 
increase in crystallization compared to the 
1 hr. sample. It also shows a big increase 
in particle size. In this particular sample 
particles go up to 240nm.  

Fig.3. SEM image of YSH coatings (400 °C; 6 hr ) 	  

 
 4  Conclusion 

The characterization of YSH coatings grown on Si-100 substrates is performed 
using GIXRD and SEM analyses. The effect of deposition time i.e., coating thickness on 
the structure is studied. Monoclinic structure was dominant at the early stages of 
deposition while crystallization and transformation is progressive with thickness leading 
to the stabilization of cubic phase.  
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ABSTRACT 

 
Efficient use of energy in modern technology can be highly depended on high density 
electrical capacitors. These in turn are dependent on the dielectric materials in the capacitors. 
A new ceramic composite (Hf2O and Cobalt Ferrite) has been developed for use in 
capacitors, and its properties and microstructure are examined. 
  

1 Introduction 

Ferrite ceramic materials have been the subject of numerous investigations for many years 
due to their wide range of applications in the fields of electronics, optoelectronics, magentics, 
magneto-electronics, and electrochemical science and technology. Cobalt (Co) ferrites, 
particularly, have been studied extensively in recent years due to their remarkable properties 
such as high saturation magnetization, large permeability at high frequency, and remarkably 
high electrical resistivity. Due to their low eddy current losses, there exist no other materials 
with such wide ranging value to electronic applications in terms of power generation, 
conditioning, and conversion. These properties also make them unique for application in 
microwave devices which require strong coupling to electromagnetic signal. Recently, ferrite 
compounds have drawn considerable attention for their potential application as electrode 
materials in Li-ion batteries and solid oxide fuel cells. It has been reported that the transition 
metal ferrites with spinel structure such as NiCo2O4, NiFe2O4 and CoFe2O4, CuFe2O4 were 
used as candidates for cathode materials of lithium batteries. 

The goal of the present work is to study the effect of hafnium (Hf) doping on the structure, 
electrical and dielectric properties of Co ferrite. The obvious relevance of the work is to 
examine whether the dielectric constant of these materials can be enhanced compared to pure 
Co ferrite while retaining their insulating nature.  

 

2 Preparation 

CoFe2-xHfxO4, ceramic materials were prepared employing the conventional solid state 
chemical reaction method. The starting materials were 99.99% pure CoO, Fe2O3, and HfO2.  
Powders of the starting materials were ground in a mortar and pestle for one hour and the 
mixtures were heat treated in air at 1200 oC for 12 hours.  The powders were made into 
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pellets and then sintered at 1250 oC in air for 12 hours. The composition of the ceramics were 
varied to obtain Hf concentration (x) in the range of 0-0.2. Specifically, CoFe2-xHfxO4 
ceramics with six different compositions yielding x values of 0, 0.05, 0.075, 0.10, 0.15 and 
0.20 were synthesized. The resulting ceramic materials were then used for further 
investigation to characterize the microstructure evolution and dielectric property as a function 
of Hf-concentration. The crystal structure of the ceramics was investigated using a Bruker D8 
Discover X-ray diffractometer employing Cu Kα radiation of wavelength 1.5406 Å.  
Dielectric measurements were carried out at room temperature employing a LCR meter. 
 

3 Results 

The XRD pattern pure Co ferrite (CoFe2O4) is shown in Fig. 1. The calculated pattern after 
the Rietveld refinement carried out using the GSAS program is also shown (Fig. 1). The wrp 
(weighted refined parameter) and the 2 (goodness of the fit) values of the fitting are as 
indicated.  XRD data indicate that the synthesized CoFe2O4 ceramic crystallizes in the inverse 
spinel phase without any impurity phase present. The lattice constant determined from XRD 
is 8.374 Å, which agrees with that of the reported value for CoFe2O4.1 The XRD data of HfO2 
can be used as calibration check for the CoFe2-xHfxO4 ceramics in terms phase purity, 
homogeneity and secondary phase growth (if any). The SEM images of the samples are 
shown in Fig. 2 as a function of varying Hf-concentration. 
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Figure 1, XRD data of Hf-Co ferrite composites. 
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Figure 2 SEM scans 
 
 
The frequency variation of the dielectric constant (ε΄) of Hf substituted Co ferrites are 
presented and compared with that of pure Co ferrite in Fig. 3. It can be seen (Fig. 3) that ε΄ 
decreases with increasing frequency. The decrease of ε΄ with increasing frequency as 
observed for CoFe2-xHfxO4 materials is a typical dielectric behavior of spinel ferrites. At 100 
Hz, ε΄ in Hf-substituted cobalt ferrites is in general higher than that of pure cobalt ferrite. In 
addition, ε΄ increases from 15.13x104 to 17.04x104 with increasing Hf concentration from x = 
0.05 to 2.0.  The increase in the dielectric constant with the inclusion of Hf could be due to 
the fact that, with the inclusion of Hf, the Co ferrite lattice is distorted and increase in Fe (Hf) 
– O bond lengths at B site giving rise to increase in the atomic polarizability subsequently the 
dielectric constant.  In addition to that, formation of small amounts of the respective HfO2 
phases at the grain boundaries, leads to the accumulation of charges at the grain boundaries 
resulting the interfacial polarization, which contributes to the additional increase in ε΄.  A 
decrease in ε΄with increasing frequency is due to the fact the dipole lags behind the applied 
field at higher frequencies. 
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Figure 3, Real dielectric constant and dielectric loss factor vs frequency 
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ABSTRACT 

Selective growth of CdTe on glass/ITO/CdS/SiO2 substrates was achieved in this work at the 
micro and nanoscale level to increase the efficiency of CdTe-based solar cells. Substrates 
were patterened with optical and nano imprint lithography before CdTe was deposited using 
close space sublimation. Preliminary results show that confinement of CdTe crystals at the 
nano scale eliminates the number of subgrains and improves the crystal quality of CdTe 
compared to non-patterned CdS substrates. Scanning electron microscopy (SEM) is used to 
confirm the selective growth and to analyze the micro and nano structure of CdTe islands on 
glass/ITO/CdS/SiO2 substrates for improving the efficiency of CdTe solar cells. 

SiO2

~100 nmZnxCd(1-x)Te

Cadmium sulfide substrate

CdTe

 
Fig. 1 Basic thin films in a CdS/CdTe solar cell.              Fig. 2a) 2 µm-feature size CdS/SiO2 patterned substrate               

b) CdS/SiO2 substrate with selective growth of CdTe 
 

 

 
Fig. 3 1 µm -feature size CdS/SiO2 patterned substrate with CdTe selectively grown (@10K mag.). 

SiO
2
 CdTe CdS 

SELECTIVE GROWTH OF CDTE THIN FILMS ON MICRO AND NANO PATTERNED 
CDS SUBSTRATES FOR SOLAR CELL APPLICATIONS 

 
B. Aguirre1, J. L. Cruz-Campa2, R. Ordonez1, Farhana Anwar1, J. C. McClure3, G. Nielson2

Zubia1*    
1 Department of Electrical and Computer Engineering, University of Texas at El Paso, El Paso, 

TX 79968, USA; 
 2 Sandia National Laboratories, Albuquerque, 87123 NM, USA; 

3 Department of Metallurgical and Materials Engineering, University of Texas at El Paso, El 
Paso, TX 79968 USA  

* Corresponding author (dzubia@utep.edu) 
 

Keywords:CdTe, solar cell, selective growth, nanoheteroepitaxy 

a b 

                                                                                   SESES 2012--054
 
 



       

 
Fig. 4 350 nm-feature size CdS/SiO2 patterned substrate with CdTe selectively grown (@ 80K mag). 

 

 

Fig. 5 CdTe grown on a patterned (350 nm feature size) and nonpatterned CdS substrate. 
 

 

1 Introduction 

CdTe solar cell efficiencies have been around 16 % for the last 17 years. This low 
efficiency makes photovoltaic (PV) power 2-4 times the cost of power from the grid. In order 
to make solar energy a feasible source of power and contribute to the nation’s economic 
growth, PV systems must reach $1 per watt and PV modules are expected to have efficiencies 
above 20% in the next decade. Reducing the number of defects in CdTe would contribute to 
improve the CdTe based solar cell efficiencies and as a consequence to reduce the cost of 
power produced by PV’s. The problem with CdTe solar cells is in the grain boundaries of the 
CdTe layer as well as in the large lattice mismatch between the CdS and the CdTe layers 
(~10%) that result in defects and recombination centers that lower the overall efficiency. 
While much research has focused on increasing the efficiency, the fundamental problem of 
the high density of defect due to the lattice mismatch and polycrystallinity of the films has 
not been addressed directly. Instead methods that passivate the defects such as CdCl2 
treatment have been used which only indirectly mitigate the problem. This research work 
focuses on increasing the crystal perfection of CdTe thin films for solar cell applications by 
selectively growing CdTe on patterned glass/ITO/CdS/SiO2 substrates. A cross-sectional 
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schematic view of the patterned thin films in a CdS/ZnCdTe solar cell is shown in Figure 1. 
Micro and nano patterned glass/ITO/CdS/SiO2 substrates were used to control the selective 
growth of CdTe at the micro and nano scale to reduce the stress formed at the CdS/CdTe 
heterointerface and therefore prevent the formation of defects  

 

2 Experimental Procedure 

80 nm-thick CdS thin films were grown using chemical bath deposition on top of 4 
inch glass/Indium Tin Oxide (ITO) substrates. A temperature of 70 °C and a pH of 8.4 were 
maintained during deposition. After CdS films were grown, a 200 nm-thick SiO2 layer was 
deposited on top of the CdS films using plasma enhanced chemical vapor deposition 
(PECVD). The purpose of the SiO2 layer is to make a mesh or in other words, an array of 
micro/nano windows out of it using lithography processes. The micropattern was transferred 
to the SiO2 film using optical lithography and the nanopattern using nano-imprint lithography 
(NIL). Feature sizes of 1 and 2 µm were transferred to the SiO2 film using optical lithography 
and ~350 nm features sizes were transferred using NIL. After substrates were micro and 
nano-patterned, dry etching was used to finalize the patterning process. Close space 
sublimation was used afterwards to selectively grow CdTe on the patterned substrates. The 
best deposition parameters to accomplish CdTe selectivity were Tsub =500 °C , Tsource = 550 
°C for micro pattern and 540 °C for nanopattern, He flow = 0.13 SLPM and a pressure = 5 
Torr at 1.1 mm distance. 

 

3 Results and Discussion 

Selective growth of CdTe in glass/ITO/CdS/SiO2 substrates was achieved using the 
close-space deposition technique. Figures 2a) and 2b) show SEM pictures of the 
micropatterned glass/ITO/CdS/SiO2 substrates before and after CdTe selective growth. It can 
be seen that CdTe is only deposited inside the SiO2 windows where contact needs to be done 
with the CdS film to form a p-n junction. Improvement in the CdTe crystal quality is 
expected if the feature size of the micropattern windows is reduced further in order to grow a 
single CdTe crystal in each of the SiO2 windows. Figure 3 shows a reduction of the feature 
size down to 1 µm and figure 4 a further reduction to 350 nm in which single crystals of 
CdTe are grown inside each nano-window. Having single crystals of CdTe grown as shown 
in Figure 4 is very important because defects are reduced and a better interface with the CdS 
layer is obtained; resulting into less recombination centers and higher efficiency in CdTe 
solar cells.   From Figure 4 it can be seen that CdTe is still grown selectively but its structure 
has changed to single crystal when compared to the micro pattering where a lot of crystals 
having grain boundaries fill up each of the micro-windows. Figure 5 shows a comparison of 
the micro/nano structure of CdTe when it is grown selectivity using a nanopatterned 
SiO2/CdS substrates and when no pattering is used at all. In the nanopatterned substrate, 
single, uniform, ordered high quality CdTe grains are grown inside each SiO2 window 
whereas on the planar side, CdTe is grown with a lot of grain boundaries, no-order and with 
lack of uniformity. 
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